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Abstract We introduce a new Gaussian process, a generalization of both fractional and sub-
fractional Brownian motions, which could serve as a good model for a larger class of natural
phenomena. We study its main stochastic properties and some increments characteristics. As
an application, we deduce the properties of nonsemimartingality, Hölder continuity, nondiffer-
entiablity, and existence of a local time.

Keywords Generalized fractional and subfractional Brownian motion, stationarity,
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1 Introduction

It is well known that the two-sided fractional Brownian motion (tsfBm) with Hurst
parameter H ∈ (0, 1) is a centered Gaussian process BH = {BH

t , t ∈ R}, defined on
a probability space (Ω, F,P), with the covariance function

Cov
(
BH

t , BH
s

) = 1

2

(|s|2H + |t |2H − |t − s|2H
)
. (1)

When H = 1
2 , BH is a two-sided Brownian motion (tsBm). The self-similarity

and stationarity of the increments are two main properties because of which fBm en-
joyed success as a modeling tool in many areas, such as finance, hydrology, biology,
and telecommunications.

In [3], the authors suggested another kind of extension of the Bm, called the sub-
fractional Brownian motion (sfBm), which preserves most of the properties of the
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fBm, but not the stationarity of the increments. It is a centered Gaussian process
ξH = {ξH

t , t ∈ [0,∞)} with the covariance function

S(t, s) = t2H + s2H − 1

2

(
(t + s)2H + |t − s|2H

)
, (2)

with H ∈ (0, 1). The case H = 1
2 corresponds to the Bm.

The sfBm is intermediate between Brownian motion and fractional Brownian mo-
tion in the sense that it has properties analogous to those of fBm, but the increments
on nonoverlapping intervals are more weakly correlated, and their covariance decays
polynomially at a higher rate. So the sfBm does not generalize the fBm.

One extension of the sfBm was introduced in [9] and called the generalized sub-
fractional Brownian motion (GsfBm). It is a centered Gaussian process starting from
zero with covariance function

G(t, s) = (
t2H + s2H

)K − 1

2

(
(t + s)2HK + |t − s|2HK

)
,

with H ∈ (0, 1) and K ∈ [1, 2). The case K = 1 corresponds to the sfBm.
Another type of a generalized form of the sfBm was introduced in [11] and [4] as

a linear combination of a finite number of independent subfractional Brownian mo-
tions. It was called the mixed subfractional Brownian motion (msfBm). The msfBm
is a centered mixed self-similar1 Gaussian process and does not have stationary in-
crements. Both GsfBm and msfBm do not generalize the fBm.

On the other hand, in the literature, we find many different kinds of extensions
of the fBm, such as the multifractional Brownian motion [7], the mixed fractional
Brownian motion [10], and the bifractional Brownian motion [5]. But none of them
generalizes the sfBm.

In this paper, we introduce a new stochastic process, which is an extension of
both subfractional Brownian motion and fractional Brownian motion. This process is
completely different from all the other extensions existing in the literature; we call
it the generalized fractional Brownian motion. More precisely, let us take two real
constants a and b such that (a, b) �= (0, 0) and H ∈ (0, 1).

Definition 1. A generalized fractional Brownian motion (gfBm) with parameters
a, b, and H , is a process ZH = {ZH

t (a, b); t ≥ 0} = {ZH
t ; t ≥ 0} defined on

the probability space (Ω, F,P) by

∀t ∈ R+, ZH
t = ZH

t (a, b) = aBH
t + bBH−t , (3)

where (BH
t )t∈R is a two-sided fractional Brownian motion with parameter H .

If a = 1, b = 0, then ZH = {BH
t ; t ≥ 0}, that is, ZH is a fractional Brownian

motion. If a = b = 1√
2

, then it is easy to see, either by a direct calculation using (1)

or by Lemma 1, that the covariance of process ZH is precisely S(t, s) given by (2).

1The mixed self-similarity property was introduced by Zili [10].
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So, in this case, ZH is a subfractional Brownian motion. If a = b = 1√
2

and H = 1
2

or if a = 1, b = 0, and H = 1
2 , GH is clearly a standard Brownian motion.

So the gfBm is, at the same time, a generalization of the fractional Brownian mo-
tion, of the subfractional Brownian motion, and of course of the standard Brownian
motion. This is an important motivation for the introduction of such a process since
it allows to deal with a larger class of modeled natural phenomena, including those
with stationary or nonstationary increments.

This paper contains two sections. In the first one, we investigate the main stochas-
tic properties of the gfBm. We show in particular that the gfBm is a Gaussian, self-
similar, and non-Markov process (except in the case where H = 1/2). The second
section is devoted to the investigation of some characteristics of increments of gf-
Bms. As an application, we deduce the properties of nonsemimartingality, Hölder
continuity, nondifferentiablity, and existence of a local time.

2 The main properties

By the Gaussianity of BH and by Eq. (1) we easily get the following lemma.

Lemma 1. The gfBm (ZH
t (a, b))t∈R+ satisfies the following properties:

• ZH is a centered Gaussian process.

• ∀s ∈ R+, ∀t ∈ R+,

Cov
(
ZH

t (a, b), ZH
s (a, b)

)

= 1

2
(a + b)2(s2H + t2H

) − ab(t + s)2H − a2 + b2

2
|t − s|2H .

• ∀t ∈ R+,

E
(
ZH

t (a, b)2) = (
a2 + b2 − (

22H − 2
)
ab

)
t2H .

The following lemma deals with the self-similarity property.

Lemma 2. The gfBm is a self-similar process.

Proof. This follows from the fact that, for fixed h > 0, the processes {ZH
ht (a, b); t ≥

0} and {hH ZH
t (a, b); t ≥ 0} are Gaussian, centered, and have the same covariance

function.

Let us now study the non-Markov property of the gfBm.

Proposition 1. For all H ∈ (0; 1) \ { 1
2 } and (a, b) ∈ R

2 \ {(0, 0)}, (ZH
t (a, b))t∈R+

is not a Markov process.

Proof. We will only prove the proposition in the case where b �= 0; the result with
b = 0 is known (see [10] and the references therein). The process ZH is a centered
Gaussian, and for all t > 0,

Cov
(
ZH

t , ZH
t

) = (
a2 + b2 − (

22H − 2
)
ab

)
t2H > 0.
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Then, if ZH were a Markov process, according to [8], for all s < t < u, we would
have

Cov
(
ZH

s , ZH
u

)
Cov

(
ZH

t , ZH
t

) = Cov
(
ZH

s , ZH
t

)
Cov

(
ZH

t , ZH
u

)
. (4)

In the particular case where 1 < s = √
t < t < u = t2, we have[

1

2
(a + b)2(1 + t−3H

) − ab
(
1 + t−3/2)2H − a2 + b2

2

(
1 − t−3/2)2H

]

× [
a2 + b2) − (

22H − 2
)
ab

]

=
[

1

2
(a + b)2(1 + t−H

) − ab
(
1 + t−1/2)2H − a2 + b2

2

(
1 − t−1/2)2H

]

×
[

1

2
(a + b)2(1 + t−2H

) − ab
(
1 + t−1)2H − a2 + b2

2

(
1 − t−1)2H

]
.

So[
1

2
(a + b)2(1 + t−3H

) − ab
(
1 + 2Ht−3/2 + H(2H − 1)t−3 + o

(
t−3))

− a2 + b2

2

(
1 − 2Ht−3/2 + H(2H − 1)t−3 + o

(
t−3))]

× [
a2 + b2 − (

22H − 2
)
ab

]

=
[

1

2
(a + b)2(1 + t−H

) − ab
(
1 + 2Ht−1/2 + H(2H − 1)t−1 + o

(
t−1))

− a2 + b2

2

(
1 − 2Ht−1/2 + H(2H − 1)t−1 + o

(
t−1))]

×
[

1

2
(a + b)2(1 + t−2H

) − ab
(
1 + 2Ht−1 + H(2H − 1)t−2 + o

(
t−2))

− a2 + b2

2

(
1 − 2Ht−1 + H(2H − 1)t−2 + o

(
t−2))].

First case: 0 < H < 1
2 , a + b �= 0. By Taylor’s expansion we get, as t → ∞,

1

2
(a + b)2[a2 + b2 − (

22H − 2
)
ab

]
t−3H ≈ 1

4
(a + b)4t−3H ,

which is true if and only if

(a − b)2

2
− (

22H − 2
)
ab = 0.

However, it is easy to check that (a−b)2

2 − (22H − 2)ab > 0 for fixed b and every
real a.

Second case: 0 < H < 1
2 and a + b = 0. By Taylor’s expansion we get, as

t → ∞, [
a2 + b2 − (

22H − 2
)
ab

]
t−3/2 ≈ (−2Hab + (

a2 + b2)H )
t−3/2,

which is true if and only if a = b = 0, which is false.
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Third case: 1
2 < H < 1, a − b �= 0. By Taylor’s expansion we get, as t → ∞,

H(a − b)2[a2 + b2 − (
22H − 2

)
ab

]
t−3/2 ≈ H 2(a − b)4t−3/2,

which is true if and only if

a2(1 − H) + b2(1 − H) + ab
(
2 − 22H + 2H

) = 0.

However, it is easy to check that a2(1 − H) + b2(1 − H) + ab(2 − 22H + 2H) > 0
for fixed b and every real a.

Fourth case: 1
2 < H < 1 and a−b = 0. By Taylor’s expansion we get, as t → ∞,

1

2
(a + b)2[a2 + b2 − (

22H − 2
)
ab

]
t−3H ≈ 1

4
(a + b)4t−3H ,

which is true if and only if 2 − 22H = 0, which is false since H �= 1
2 . The proof of

Lemma 1 is complete.

3 Study of increments and some applications

Let us start by the following lemma, in which we characterize the second moment
increments of the gfBm.

Lemma 3. For all (s, t) ∈ R
2+ such that s ≤ t :

1. E
(
ZH

t (a, b) − ZH
s (a, b)

)2 = (
a2 + b2)|t − s|2H

− 22H ab
(|t |2H + |s|2H

) + 2ab|t + s|2H ;

2. γ (a, b,H)(t − s)2H ≤ E
(
ZH

t (a, b) − ZH
s (a, b)

)2 ≤ ν(a, b,H)(t − s)2H ,

where

γ (a, b,H) = (
a2 + b2 − 2ab

(
22H−1 − 1

))
1C(a, b,H) + (

a2 + b2)1D(a, b,H),

and

ν(a, b,H) = (
a2 + b2)1C(a, b,H) + (

a2 + b2 − 2ab
(
22H−1 − 1

))
1D(a, b,H),

C =
{
(a, b,H) ∈ R

2 \{
(0, 0)

}×]0, 1[;
(

H >
1

2
, ab ≥ 0

)
or

(
H <

1

2
, ab ≤ 0

)}
,

D =
{
(a, b,H) ∈ R

2\{
(0, 0)

}×]0, 1[;
(

H >
1

2
, ab ≤ 0

)
or

(
H <

1

2
, ab ≥ 0

)}
.

Moreover, the constants in the inequalities of statement 2 are the best possible.
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Proof. The first statement is a direct consequence of Eqs. (1) and (3). So we will just
check the second one. We will do that in the case where H > 1

2 and ab ≥ 0; the
proof in the remaining cases is similar.

Since the function x �−→ x2H is convex on R+, we have

22H−1(t2H + s2H
) − (t + s)2H ≥ 0,

which yields that

E
(
ZH

t (a, b) − ZH
s (a, b)

)2 ≤ (
a2 + b2)|t − s|2H .

To get the lower bound, we consider the function

fλ : x �−→ 22H−1((s + x)2H + s2H
) − (2s + x)2H − λx2H ,

with λ > 0. We have fλ(0) = 0. So to get the stated lower bound, it suffices to check
that, for λ = 22H−1 −1, fλ is a decreasing function. But here we show more; we look
for the lower bound ν (resp. the upper bound γ ) of the set of reals λ > 0 such that fλ

decreases (resp. fλ increases) for x > 0, which will give us the maximum γ ≥ 0 and
the minimum ν > 0 such that

γ (t − s)2H ≤ 22H−1(t2H + s2H
) − (t + s)2H ≤ ν(t − s)2H .

The function fλ is differentiable in R
�+, and for all x > 0,

f ′
λ(x) = 2H

[
22H−1(s + x)2H−1 − (2s + x)2H−1 − λx2H−1].

So

f ′
λ(x) < 0 ⇐⇒ 22H−1(s + x)2H−1 − (2s + x)2H−1 < λx2H−1

⇐⇒ 22H−1(s + x)2H−1 − (2s + x)2H−1

x2H−1
< λ.

Denote g(x) = 22H−1(s+x)2H−1−(2s+x)2H−1

x2H−1 , that is,

g(x) = 22H−1
(

s

x
+ 1

)2H−1

−
(

2
s

x
+ 1

)2H−1

.

Putting X = s
x

, we can write g(x) = h(X) where

h(X) = 22H−1(X + 1)2H−1 − (2X + 1)2H−1.

The function h is continuous and strictly decreasing. Consequently,

h
(]0,+∞[) =

]
lim

X→+∞ h; lim
X→0

h
[

= ]
0; 22H−1 − 1

[
.

So, supx>0 g = 22H−1 − 1 and infx>0 g = 0. We deduce that the lower bound ν > 0
and the upper bound γ > 0 such that

γ (t − s)2H ≤ 22H−1(t2H + s2H
) − (t + s)2H ≤ ν(t − s)2H

are ν = 22H−1 − 1 and γ = 0.
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The first main application of Lemma 3 is the following result.

Lemma 4. For every H ∈ ]0, 1[ \{ 1
2 }, the gfBm is not a semimartingale.

Proof. By Lemma 2.1 of [2] this result is a direct consequence of Lemma 3.

The following result is the second important consequence of Lemma 3. It deals
with the continuity and nondifferentiablity of the gfBm sample paths.

Lemma 5. Let H ∈ (0, 1).

1. The gfBm ZH admits a version whose sample paths are almost surely Hölder
continuous of order strictly less than H .

2. For every H ∈]0; 1[N ,

lim
ε→0+ sup

t∈[t0−ε,t0+ε]

∣∣∣∣Z
H (t) − ZH (t0)

t − t0

∣∣∣∣ = +∞, (5)

with probability one for every t0 ∈ R.

Proof. The first statement follows by the Kolmogorov criterion from Lemma 3.
The second one is easily obtained by using the specific expression of the sec-

ond moment of the increments of the gfBm (10) and by following exactly the same
strategies as in the proofs of Lemma 4.1 and Lemma 4.2 in [11].

As the third consequence of Lemma 3, we see that if b �= 0, then the gfBm
does not have stationary increments, but this property is replaced by the inequalities
appeared in statement 2 of Lemma 3. In order to understand how far is the gfBm from
a process with stationary increments, we will compare the gfBm increments and the
fBm increments. To reach this goal, let us first recall that, in the fractional Brownian
motion case (a = 1, b = 0), we have, for all p ∈ N and n ≥ 0,

E
((

BH
p+1 − BH

p

)(
BH

p+n+1 − BH
p+n

)) = E
(
BH

1

(
BH

n+1 − BH
n

))

= 1

2

[
(n + 1)2H − 2n2H + (n − 1)2H

]
= RB(0, n).

Denote

RZ(p, p + n) = E
((

ZH
p+1 − ZH

p

)(
ZH

p+n+1 − ZH
p+n

))
, p ≥ 1. (6)

In the following proposition, we compute the term RZ(p, p + n), showing how dif-
ferent it is from RB(0, n).

Proposition 2. For every n ≥ 1, we have, as p → ∞,

RZ(p, p + n) = (
a2 + b2)RB(0, n) − ab

(
22H−1H(2H − 1)

)
p2(H−1)

(
1 + o(1)

)
,

and, consequently,

lim
p→∞ RZ(p, p + n) = (

a2 + b2)RB(0, n). (7)
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Proof. An easy calculus allows us to get

RZ(p, p + n) = a2 + b2

2

[
(n + 1)2H − 2n2H + (n − 1)2H

]
− ab

[
(2p + n + 2)2H − 2(2p + n + 1)2H + (2p + n)2H

]
= (

a2 + b2)RB(0, n) − abfp(n), (8)

for every n ≥ 1, where fp(n) = (2p + n + 2)2H − 2(2p + n + 1)2H + (2p + n)2H .
By Taylor’s expansion we have, as p → ∞,

fp(n) = (2p)2H

[(
1 + n + 2

2p

)2H

− 2

(
1 + n + 1

2p

)2H

+
(

1 + n

2p

)2H ]

= (
22H−1H(2H − 1)

)
p2(H−1)

(
1 + o(1)

)
.

Since H < 1, the last term tends to 0 as p goes to infinity.

Remark 1. If a �= 0 and b �= 0, then the gfBm increments are not stationary. The
meaning of the proposition is that they converge to a stationary sequence.

Now, we are interested in the behavior of the gfBm increments with respect to n

(as n → ∞) and, in particular, in the long-range dependence of the process ZH .

Definition 2. We say that the increments of a stochastic process X are long-range
dependent if for every integer p ≥ 1, we have

∑
n≥1

RX(p, p + n) = ∞,

where RX(p, p + n) = E((Xp+1 − Xp)(Xp+n+1 − Xp+n)).

Theorem 1. For every (a, b) ∈ R
2 \ {(0, 0)}, the increments of ZH (a, b) are long-

range dependent if and only if H > 1
2 and a �= b.

Proof. For every integer p ≥ 1, by Taylor’s expansion, as n → ∞, we have

RZ(p, p + n) = a2 + b2

2
n2H

[(
1 + 1

n

)2H

− 2 +
(

1 − 1

n

)2H ]

− abn2H

[(
1 + 2p + 2

n

)2H

− 2

(
1 + 2p + 1

n

)2H

+
(

1 + 2p

n

)2H ]

= H(2H − 1)n2H−2(a − b)2

− 4H(2H − 1)(H − 1)ab(2p + 1)n2H−3(1 + o(1)
)
.

If a �= b, we see that as n → ∞, RZ(p, p + n) ≈ H(2H − 1)n2H−2(a − b)2.
Then

∑
n≥1

RZ(p, p + n) = ∞ ⇐⇒ 2H − 2 > −1 ⇐⇒ H >
1

2
.
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If a = b, then, as n → ∞, RZ(p, p+n) ≈ 4H(2H −1)(1−H)a2(2p+1)n2H−3.
For every H ∈]0, 1[, we have 2H − 3 < −1 and, consequently,

∑
n≥1

RZ(p, p + n) < ∞.

Remark 2. We know that the subfractional Brownian motion increments ZH ( 1√
2
, 1√

2
)

are short-range dependent for every H ∈]0, 1[. From the theorem we see another im-
portant motivation of the investigation of the general process ZH (a, b) with a and b

not necessary equal; it allows us to exhibit models taking into account not only short-
range dependence of the increments, but also phenomena of long-range dependence
if it exists.

Lemma 3 has also an immediate application to local time of the gfBm.

Corollary 1. For 0 < H < 1, on each (time)-interval [0, T ] ⊂ [0,+∞[, the process
(ZH

t )0≤t≤T admits a local time LH ([0, T ], x), which satisfies

∫
R

LH
([0, T ], x)2

dx < ∞.

Proof. First, denote, for s, t ∈ R+ and s �= t , by ϕZH
t −ZH

s
the characteristic function

of the random variable ZH
t − ZH

s and by pH (x; t, s) its probability density function.
They are expressed by

ϕZH
t −ZH

s
(u) = E

[
exp

(
iu

(
ZH

t − ZH
s

))] = exp

(
−u2

2
E

(
ZH

t − ZH
s

)2
)

, (9)

and

pH (x; s, t) = 1/

√
2πE

(
ZH

t − ZH
s

)2 exp
(−x2/2E

(
ZH

t − ZH
s

)2)
. (10)

It is clear that ∫ ∞

−∞
∣∣ϕZH

t −ZH
s

(u)
∣∣ du < ∞,

and by Lemma 3 and the fact that 0 < H < 1, for every T > 0,

∫ T

0

∫ T

0
pH (0; s, t) ds dt ≤ c

∫ T

0

∫ T

0
|t − s|−H ds dt < ∞,

where c is positive constant.
So, by Lemma 3.2 of [1] the local time of (ZH

t )0≤t≤T exists almost surely, and it
is square integrable as a function of u.

Acknowledgment

The author thanks the anonymous reviewers for their careful reading this manuscript
and their insightful comments and suggestions.



24 M. Zili

References

[1] Berman, S.M.: Local times and sample functions properties of stationary Gaussian pro-
cesses. Trans. Am. Math. Soc. 137, 277–299 (1969). MR0239652. doi:10.1090/S0002-
9947-1969-0239652-5

[2] Bojdecki, T., Gorostizab, L.G., Talarczyka, A.: Fractional Brownian density process
and its self-intersection local time of order k. J. Theor. Probab. 17(3), 717–739 (2004).
MR2091558. doi:10.1023/B:JOTP.0000040296.95910.e1

[3] Bojdecki, T., Gorostizab, L.G., Talarczyka, A.: Sub-fractional Brownian motion and its
relation to occupation times. Stat. Probab. Lett. 69(4), 405–419 (2004). MR2091760.
doi:10.1016/j.spl.2004.06.035

[4] El-Nouty, C., Zili, M.: On the sub-mixed fractional Brownian motion. Appl. Math. J.
Chin. Univ. 30(1), 27–43 (2015). MR3319622. doi:10.1007/s11766-015-3198-6

[5] Houdré, C., Villa, J.: An example of infinite dimensional quasi-helix. In: Contemp.
Math., vol. 336, pp. 195–201. Am. Math. Soc. (2003). MR2037165. doi:10.1090/conm/
336/06034

[6] Tudor, C.: Some properties of the sub-fractional Brownian motion. Stochastics 79, 431–
448 (2007). MR2356519. doi:10.1080/17442500601100331

[7] Peltier, R.F., Lévy, J.: Véhel Multifractional Brownian motion: definition and preliminary
results. Rapport de recherche INRIA, No. 2645

[8] Revuz, D., Yor, M.: Continuous Martingales and Brownian Motion. Grundlehren Math.
Wiss., vol. 293, Springer (1999).

[9] Sghir, A.: The generalized sub-fractional Brownian motion. Commun. Stoch. Anal.. 7(3),
373–382 (2013). MR3167404

[10] Zili, M.: On the mixed-fractional Brownian motion. J. Appl. Math. Stoch. Anal. 2006,
32435 (2006). MR2253522. doi:10.1155/JAMSA/2006/32435

[11] Zili, M.: Mixed sub-fractional Brownian motion. Random Oper. Stoch. Equ. 22(3), 163–
178 (August 2014). ISSN (Online) 1569-397X, ISSN (Print) 0926-6364. MR3259127.
doi:10.1515/rose-2014-0017

http://www.ams.org/mathscinet-getitem?mr=0239652
https://doi.org/10.1090/S0002-9947-1969-0239652-5
https://doi.org/10.1090/S0002-9947-1969-0239652-5
http://www.ams.org/mathscinet-getitem?mr=2091558
https://doi.org/10.1023/B:JOTP.0000040296.95910.e1
http://www.ams.org/mathscinet-getitem?mr=2091760
https://doi.org/10.1016/j.spl.2004.06.035
http://www.ams.org/mathscinet-getitem?mr=3319622
https://doi.org/10.1007/s11766-015-3198-6
http://www.ams.org/mathscinet-getitem?mr=2037165
https://doi.org/10.1090/conm/336/06034
https://doi.org/10.1090/conm/336/06034
http://www.ams.org/mathscinet-getitem?mr=2356519
https://doi.org/10.1080/17442500601100331
http://www.ams.org/mathscinet-getitem?mr=3167404
http://www.ams.org/mathscinet-getitem?mr=2253522
https://doi.org/10.1155/JAMSA/2006/32435
http://www.ams.org/mathscinet-getitem?mr=3259127
https://doi.org/10.1515/rose-2014-0017

	Introduction
	The main properties
	Study of increments and some applications

