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#### Abstract

The Gaussian-Volterra process with a linear kernel is considered, its properties are established and projection coefficients are explicitly calculated, i.e. one of possible prediction problems related to Gaussian processes is solved.
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## 1 Introduction

Starting with the famous fractional Brownian motion (fBm), the models involving the noise represented by Gaussian-Volterra processes (GVp's) become very popular and are even more popular now, because they have non-Markov property, so, in some sense, they have a memory, and at the same time, the phenomenon of memory is observed in almost all real processes: in economics, finance, cellular and other types of communications, in neural networks and other areas. In this connection, GVp's were studied in many papers, including $[2,6,8,10-12,16,20]$, where the properties

[^0]of GVp's themselves were studied, and $[1-5,7,15,19]$, where stochastic differential equations involving such processes as the noise were studied.

In general, GVp is a process of the form

$$
Y_{t}=\int_{0}^{t} K(t, s) d W_{s}, \quad t \geq 0
$$

where $W$ is a Wiener process, $K(t, s): \mathbb{R}^{+} \times[0, t] \rightarrow \mathbb{R}, t \geq 0$, is a measurable Volterra kernel, such that

$$
\int_{0}^{t} K^{2}(t, s) d s<\infty, \quad t \geq 0
$$

With this setting, $Y$ is correctly defined square-integrable stochastic process. If $Y$ is an $\mathrm{fBm}, Y_{t}=B_{t}^{H}$, then ([17])

$$
\begin{gather*}
K(t, s)=C_{H}\left[\left(\frac{t}{s}\right)^{H-1 / 2}(t-s)^{H-1 / 2}\right. \\
\left.-\left(H-\frac{1}{2}\right) s^{1 / 2-H} \int_{s}^{t} u^{H-3 / 2}(u-s)^{H-1 / 2} d u\right] \tag{1}
\end{gather*}
$$

where $H \in(0,1)$ is the Hurst index. For $H \in(1 / 2,1)$ the kernel $K(t, s)$ is simplified to

$$
\begin{equation*}
K(t, s)=\left(H-\frac{1}{2}\right) C_{H} s^{1 / 2-H} \int_{s}^{t} u^{H-1 / 2}(u-s)^{H-3 / 2} d u \tag{2}
\end{equation*}
$$

where constant $C_{H}$ in (1) and (2) equals

$$
C_{H}=\left(\frac{2 H \Gamma\left(\frac{3}{2}-H\right)}{\Gamma\left(H+\frac{1}{2}\right) \Gamma(2-2 H)}\right)^{1 / 2}
$$

and $\Gamma(\cdot)$ is the Euler gamma function. Representations (1) and (2) have the following advantages and disadvantages. Advantage is that fBm is a process with stationary increments. What about disadvantages? First, such kernels are very particular, therefore, it is natural to consider their generalizations and investigate the properties of such generalized GVp's. This was, in particular, done in the papers [16, 12, 10, 15].

Second, the kernels (1), (2) are comparatively complicated. This leads to a complicated form of the covariance function

$$
\mathrm{E} B_{s}^{H} B_{t}^{H}=\frac{1}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right), \quad t, s \geq 0
$$

and this circumstance, in turn, leads to complicated form of the covariance matrix of the vector created from the values or from the increments of fBm . In particular, there are still two unsolved problems, related to the determinant of covariance matrix of fBm-vectors. These problems are considered in [9, 13] and [14]. For example, the following problem is still unsolved: let $\Delta_{i}^{H}=B_{i}^{H}-B_{i-1}^{H}, i \geq 1$. Consider the projection $\mathrm{E}\left(\Delta_{1}^{H} \mid \Delta_{2}^{H}, \ldots, \Delta_{n}^{H}\right)$ for any $n \geq 2$. According to the theorem of normal correlation, there exist real-valued coefficients $c_{2}, \ldots, c_{n}$ such that
$\mathrm{E}\left(\Delta_{1}^{H} \mid \Delta_{2}^{H}, \ldots, \Delta_{n}^{H}\right)=\sum_{i=2}^{n} c_{i} \Delta_{i}^{H}$. The hypothesis "for $H>\frac{1}{2}$ all coefficients are strictly positive" was checked numerically in [13], and analytically for small $n$, however, it was not proved analytically. If solved, it would give the key to studying the properties of matrices in the Cholesky expansion of covariance matrices of fBm and its increments, however, as we say, it is still unsolved. Therefore our idea in the present paper is to consider a very simple GVp of the form

$$
\begin{equation*}
X_{t}=\int_{0}^{t}(t-s) d W_{s}, \tag{3}
\end{equation*}
$$

and establish the properties of this process and of the coefficients of the respective projection, i.e. to consider the respective prediction problem and try to guess which properties of the kernel imply selected properties of prediction coefficients. In order to distinguish this process from other Gaussian-Volterra processes, we call it the simplest Gaussian-Volterra process (the simplest GVp), although, of course, this name is somewhat arbitrary. We establish that $X$ mimics several properties of fBm with $H>1 / 2$ : it is self-similar, non-Markov, has a long memory, its increments over nonoverlapping intervals are positively correlated. However, unlike fBm, its increments are not stationary, and we can assume that it is precisely this property that is determining the signs of projection coefficients, since we established that in our case the coefficients are not all positive, moreover, they are alternating. Note that this is apparently one of the few cases when the coefficients can be calculated explicitly; we use a combinatorial approach for this, solving the system of linear equations and calculating all determinants by some recurrence and combinatorics. And we can state that the form of kernel itself does not make it possible to predict the properties of projection coefficients.

The paper is organized as follows: in Section 2 the main properties of the simplest Gaussian-Volterra process are established, in Section 3 we give the combinatorial method for calculation of the determinant of covariance matrix of the increments of the simplest GVp, together with supplementing numerics, and in Section 4 we give the explicit formulas for the projection coefficients and establish that they are alternating. At any step, we check our calculations using several methods.

## 2 The main properties of the simplest Gaussian-Volterra process

Let $(\Omega, \mathcal{F}, \mathrm{P})$ be a complete probability space, $W=\left\{W_{t}, t \geq 0\right\}$ be a Wiener process on this space, and we consider its continuous modification. Denote $\mathbb{F}=\left\{\mathcal{F}_{t}=\right.$ $\left.\mathcal{F}_{t}^{W}, t \geq 0\right\}$ the filtration generated by $W$. Consider the simplest GVp of the form (3) and establish its basic properties.
Proposition 1. 1) $X=\left\{X_{t}, t \geq 0\right\}$ is a zero-mean Gaussian process with the covariance function

$$
\mathrm{E} X_{t} X_{s}=\frac{(t \wedge s)^{2}}{6}(3 t \vee s-t \wedge s), \quad s, t \geq 0
$$

2) Process $X$ admits a representation

$$
\begin{equation*}
X_{t}=\int_{0}^{t} W_{s} d s, \quad t \geq 0 \tag{4}
\end{equation*}
$$

it is continuously differentiable, and

$$
\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{W}, \quad t \geq 0
$$

3) Process $X$ is non-Markov.
4) Process $X$ is $\alpha$-self-similar with exponent $\alpha=3 / 2$, is nonstationary and has nonstationary increments.
5) Increments of $X$ in the case of nonoverlapping intervals are positively correlated.
6) Process $X$ has a long memory in the sense that $\mathrm{E} X_{s}\left(X_{t}-X_{s}\right) \rightarrow \infty$ as $t \rightarrow \infty$.

Proof. 1) Obviously,

$$
\begin{align*}
& \mathrm{E} X_{t} X_{s}=\int_{0}^{t \wedge s}(t-u)(s-u) d u=\int_{0}^{t \wedge s}\left(t s-t u-s u+u^{2}\right) d u \\
= & t s(t \wedge s)-(t+s) \frac{(t \wedge s)^{2}}{2}+\frac{(t \wedge s)^{3}}{3}=\frac{(t \wedge s)^{2}}{6}(3 t \vee s-t \wedge s) \tag{5}
\end{align*}
$$

2) Representation (4) immediately follows from (3) if we integrate by parts. Continuous differentiability is also evident, since we consider continuous modification of Wiener process. Furthermore,

$$
W_{t}=\lim _{\Delta t \downarrow 0} \frac{X_{t}-X_{t-\Delta t}}{\Delta t}=\left(X_{-}\right)_{t}^{\prime}
$$

with the left-hand derivative of $X$ on the very right side, where $\mathcal{F}_{t}^{W} \subset \mathcal{F}_{t}^{X}$. The inverse relation follows from (4).

3 ) On the one hand, according to (4),

$$
\begin{equation*}
\mathrm{E}\left(X_{t} \mid \mathcal{F}_{s}^{X}\right)=X_{s}+W_{s}(t-s) \quad \text { for any } 0 \leq s \leq t \tag{6}
\end{equation*}
$$

On the other hand, according to the theorem of normal correlation,

$$
\mathrm{E}\left(X_{t} \mid X_{s}\right)=a X_{s},
$$

where

$$
\begin{equation*}
a=\frac{\mathrm{E} X_{s} X_{t}}{\mathrm{E} X_{s}^{2}}=\frac{\frac{s^{2}}{6}(3 t-s)}{\frac{s^{3}}{3}}=\frac{3 t-s}{2 s} \tag{7}
\end{equation*}
$$

Equalities (6) and (7) imply non-Markov property of $X$.
4) Self-similarity and nonstationarity of the process itself immediately follow from (5), while nonstationarity of its increments follows from the equalities (here $s<t$ )

$$
\begin{gather*}
\mathrm{E}\left(X_{t}-X_{s}\right)^{2}=\mathrm{E} X_{t}^{2}- \\
2 \mathrm{E} X_{t} X_{s}+\mathrm{E} X_{s}^{2}=\frac{t^{3}}{3}-\frac{s^{2}}{3}(3 t-s)+\frac{s^{3}}{3}  \tag{8}\\
\\
=\frac{t^{3}}{3}-t s^{2}+\frac{2 s^{3}}{3}
\end{gather*}
$$

while

$$
\begin{gathered}
\mathrm{E} X_{t-s}^{2}=\frac{(t-s)^{3}}{3}=\frac{t^{3}}{3}-t s^{2}+\frac{2 s^{3}}{3}+2 t s^{2}-t^{2} s-s^{3} \\
\quad=\mathrm{E}\left(X_{t}-X_{s}\right)^{2}-s(t-s)^{2} \neq \mathrm{E}\left(X_{t}-X_{s}\right)^{2}
\end{gathered}
$$

5) If the increments are subsequent, i.e. $0 \leq u<s<t$, then

$$
\mathrm{E}\left(X_{s}-X_{u}\right)\left(X_{t}-X_{s}\right)=\frac{1}{2}\left(s^{2}-u^{2}\right)(t-s)>0
$$

In the general case, when $0 \leq u<v \leq s<t$, we have that

$$
\begin{equation*}
\mathrm{E}\left(X_{v}-X_{u}\right)\left(X_{t}-X_{s}\right)=\frac{1}{2}\left(v^{2}-u^{2}\right)(t-s)>0 \tag{9}
\end{equation*}
$$

6) Indeed,

$$
\mathrm{E} X_{s}\left(X_{t}-X_{s}\right)=\frac{s^{2}}{6}(3 t-s)-\frac{s^{3}}{3}=\frac{s^{2}}{2}(t-s) \rightarrow \infty, \quad t \rightarrow \infty
$$

Remark 1. Formula (9) means that in some sense, the increments of the simplest GVp over nonoverlapping intervals are stationary in the right-hand interval, because the value depends only on the length $t-s$, but is not stationary in the left-hand interval.

## 3 Calculation of the determinant of covariance matrix of increments of the simplest GVp. Combinatorial approach

Let $\Delta_{i}=X_{i}-X_{i-1}, i \geq 1$. According to formula (9), for $l>k$,

$$
\begin{equation*}
\mathrm{E} \Delta_{k} \Delta_{l}=\frac{1}{2}(l-(l-1))\left(k^{2}-(k-1)^{2}\right)=\frac{1}{2}(2 k-1)=k-\frac{1}{2} \tag{10}
\end{equation*}
$$

and this value does not depend on $l$, see Remark 1.
Also, according to (8),

$$
\begin{equation*}
\mathrm{E} \Delta_{k}^{2}=E\left(X_{k}-X_{k-1}\right)^{2}=\frac{k^{3}}{3}-k(k-1)^{2}+\frac{2(k-1)^{3}}{3}=k-\frac{2}{3} . \tag{11}
\end{equation*}
$$

Let us record the covariance matrix of increments, starting from 1 and to $n$ :

$$
A_{1, n}=\left(\mathrm{E} \Delta_{k} \Delta_{l}\right)_{k, l=1}^{n}=\left(\begin{array}{cccc}
\mathrm{E} \Delta_{1}^{2} & \mathrm{E} \Delta_{1} \Delta_{2} & \ldots & \mathrm{E} \Delta_{1} \Delta_{n} \\
\mathrm{E} \Delta_{2} \Delta_{1} & \mathrm{E} \Delta_{2}^{2} & \ldots & \mathrm{E} \Delta_{2} \Delta_{n} \\
\vdots & \vdots & \ddots & \vdots \\
\mathrm{E} \Delta_{n} \Delta_{1} & \mathrm{E} \Delta_{n} \Delta_{2} & \ldots & \mathrm{E} \Delta_{n}^{2}
\end{array}\right)
$$

$$
=\left(\begin{array}{cccccc}
1-\frac{2}{3} & 1-\frac{1}{2} & 1-\frac{1}{2} & \cdots & 1-\frac{1}{2} & 1-\frac{1}{2} \\
1-\frac{1}{2} & 2-\frac{2}{3} & 2-\frac{1}{2} & \cdots & 2-\frac{1}{2} & 2-\frac{1}{2} \\
1-\frac{1}{2} & 2-\frac{1}{2} & 3-\frac{2}{3} & \cdots & 3-\frac{1}{2} & 3-\frac{1}{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1-\frac{1}{2} & 2-\frac{1}{2} & 3-\frac{1}{2} & \cdots & (n-1)-\frac{2}{3} & (n-1)-\frac{1}{2} \\
1-\frac{1}{2} & 2-\frac{1}{2} & 3-\frac{1}{2} & \cdots & (n-1)-\frac{1}{2} & n-\frac{2}{3},
\end{array}\right),
$$

and denote by $D_{1, n}$ its determinant. Also denote

$$
p_{n}=(2+\sqrt{3})^{n}-(2-\sqrt{3})^{n}
$$

Theorem 1. 1) The determinant $D_{1, n}=\operatorname{det}\left(A_{1, n}\right)$ equals

$$
\begin{equation*}
D_{1,1}=\frac{1}{3}, \quad D_{1, n}=\frac{\sqrt{3}}{6^{n+1}}\left(7 p_{n-1}-2 p_{n-2}\right), \quad n \geq 2 \tag{12}
\end{equation*}
$$

2) The determinant $D_{1, n}$ decreases in $n$ and satisfies the inequalities

$$
\begin{equation*}
\frac{5}{42} D_{1, n-1}<\frac{5 \sqrt{3}}{6^{n+1}} p_{n-1}<D_{1, n}<\frac{2}{3} D_{1, n-1}, \quad n \geq 2 \tag{13}
\end{equation*}
$$

Proof. Evidently, the matrix $A_{1, n}$ and, respectively, its determinant $D_{1, n}$ can be transformed as follows:

$$
D_{1, n}=\left|\begin{array}{cccccc}
\frac{1}{3} & \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{3}{2} \\
\frac{1}{2} & \frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} & \frac{5}{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{2} & \frac{3}{2} & \frac{5}{2} & \cdots & \frac{3(n-1)-2}{3} & \frac{2(n-1)-1}{2} \\
\frac{1}{2} & \frac{3}{2} & \frac{5}{2} & \cdots & \frac{2(n-1)-1}{2} & \frac{3 n-2}{3}
\end{array}\right|
$$

Write the determinant $D_{1, n}$ in the recurrent form. Subtracting the penultimate column from the last column, we have

$$
D_{1, n}=\left|\begin{array}{cccccc}
\frac{1}{3} & \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} & 0 \\
\frac{1}{2} & \frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{2} & \frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{2}{3} & \frac{1}{6} \\
\frac{1}{2} & \frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & \frac{5}{6}
\end{array}\right|=\left|\begin{array}{cc} 
\\
D_{1, n-1} & \\
& \\
\frac{1}{2} & \cdots \\
(n-1)-\frac{1}{2} & \frac{5}{6}
\end{array}\right| .
$$

Next, we subtract the penultimate row from the last row and then expand the determinant over the last column, arriving at

$$
\left.D_{1, n}=\left|\begin{array}{ccc} 
& & 0 \\
& D_{1, n-1} & \vdots \\
0 & \ldots & \frac{1}{6}
\end{array} \frac{\frac{2}{3}}{6}\right|\left|=\frac{2}{3} D_{1, n-1}-\frac{1}{6}\right| \begin{array}{ccccc}
\frac{1}{3} & \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} \\
\frac{1}{2} & \frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} \\
\frac{1}{2} & \frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \frac{1}{6}
\end{array} \right\rvert\, .
$$

The last determinant has size $(n-1) \times(n-1)$. We expand it on the last row and obtain the recurrent form

$$
\begin{equation*}
D_{1, n}=\frac{2}{3} D_{1, n-1}-\frac{1}{36} D_{1, n-2} . \tag{14}
\end{equation*}
$$

This recurrent formula demonstrates that the determinant $D_{1, n}$ decreases in $n$.
Now we find a general direct formula for determinant $D_{1, n}$ using the recurrence formula (14).

A sequence with such a recurrent formula is considered in [18, Example 1.34, p. 86-89]. Namely,

$$
a_{1}=a, \quad a_{2}=b, \quad a_{n}=(x+y) a_{n-1}-x y a_{n-2}, \quad n \geq 1, x \neq y .
$$

In this case, according to [18, p. 87] the direct formula has the form

$$
\begin{equation*}
a_{n}=b \frac{x^{n-1}-y^{n-1}}{x-y}-a x y \frac{x^{n-2}-y^{n-2}}{x-y} . \tag{15}
\end{equation*}
$$

Find $x, y$ for our case. We have the following system

$$
\left\{\begin{array} { l } 
{ x + y = \frac { 2 } { 3 } } \\
{ x y = \frac { 1 } { 3 6 } }
\end{array} \Leftrightarrow \left\{\begin{array} { l } 
{ x = \frac { 2 } { 3 } - y } \\
{ y ^ { 2 } - \frac { 2 } { 3 } y + \frac { 1 } { 3 6 } = 0 }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
x_{1,2}=\frac{2 \mp \sqrt{3}}{6} \\
y_{1,2}=\frac{2 \pm \sqrt{3}}{6}
\end{array} .\right.\right.\right.
$$

We chose the pair $x=\frac{2+\sqrt{3}}{6}, y=\frac{2-\sqrt{3}}{6}$ (in this case $x-y>0$ ). Taking into account the fact that $D_{1,1}=\frac{1}{3}, D_{1,2}=\frac{7}{36}$, and $x-y=\frac{1}{\sqrt{3}}$, we get

$$
D_{1, n}=\frac{7}{36} \sqrt{3} \cdot \frac{p_{n-1}}{6^{n-1}}-\frac{1}{3} \frac{1}{36} \sqrt{3} \cdot \frac{p_{n-2}}{6^{n-2}} .
$$

Thus, we establish (12).
From (12) we get strict positivity of $D_{1, n}$ and the bound $\frac{5 \sqrt{3}}{6^{n+1}} p_{n-1}<D_{1, n}$ because for any $0<b<1<a$ the function $a^{x}-b^{x}$ increases in $x>0$.

Furthermore,

$$
\begin{aligned}
\frac{5 \sqrt{3}}{6^{n+1}} p_{n-1}>\frac{5 \sqrt{3}}{6^{n+1}} p_{n-2} & =\frac{5 \sqrt{3}}{6^{n+1} 7} 7 p_{n-2}
\end{aligned}>\frac{5 \sqrt{3}}{6^{n+1} 7}\left(7 p_{n-2}-2 p_{n-3}\right) ~=\frac{5}{42} D_{1, n-1}, \quad n \geq 3 .
$$

For $n=2$ we have the same estimate, i.e.

$$
D_{1,2}=\frac{7 \sqrt{3}}{6^{3}} 2 \sqrt{3}=\frac{7}{36}>\frac{5}{42} \cdot \frac{1}{3}=\frac{5}{42} D_{1,1} .
$$

Finally, inequality $D_{1, n}<\frac{2}{3} D_{1, n-1}$ follows directly from (14) and positivity of $D_{1, n-2}, n \geq 3$. If $n=2$ then $D_{1,2}=\frac{7}{36}<\frac{2}{3} \frac{1}{3}=\frac{2}{3} D_{1,1}$.
Remark 2. Even in our simple case it is not so trivial to establish that the matrix $A_{1, n}$ is nondegenerate. However, equality (12) immediately gives us this result.
Remark 3. It is interesting to compare the direct calculations of determinant $D_{1, n}$ with calculations by formulas (14) and (12). For $n=1,2,3,4,5$ direct calculations give us the following values:

$$
\begin{equation*}
D_{1,1}=\frac{1}{3}, D_{1,2}=\frac{7}{36}, D_{1,3}=\frac{13}{108}, D_{1,4}=\frac{97}{1296}, D_{1,5}=\frac{181}{3888} . \tag{16}
\end{equation*}
$$

Now, by the recurrent formula (14)

$$
\begin{aligned}
& D_{1,3}=\frac{2}{3} D_{1,2}-\frac{1}{36} D_{1,1}=\frac{13}{108}, \quad D_{1,4}=\frac{2}{3} D_{1,3}-\frac{1}{36} D_{1,2}=\frac{97}{1296}, \\
& D_{1,5}=\frac{2}{3} D_{1,4}-\frac{1}{36} D_{1,3}=\frac{181}{3888} .
\end{aligned}
$$

Finally, check the same values obtained by the final formula (12).
In particular, for $n=2, D_{1,2}=\frac{\sqrt{3}}{6^{3}}(7 \cdot 2 \sqrt{3})=\frac{7}{6^{2}}=\frac{7}{36}$.
Now, calculate the determinant by (12) for $n=3,4,5$ and compare with (16):

$$
\begin{gathered}
D_{1,3}=\frac{\sqrt{3}}{6^{4}}\left[7 p_{2}-2 p_{1}\right]=\frac{\sqrt{3}}{6^{4}}[7 \cdot 8 \sqrt{3}-4 \sqrt{3}]=\frac{13}{108}, \\
D_{1,4}=\frac{\sqrt{3}}{6^{5}}\left[7 p_{3}-2 p_{2}\right]=\frac{\sqrt{3}}{6^{5}}[7((2+\sqrt{3})-(2-\sqrt{3})) \\
\left.\times\left((2+\sqrt{3})^{2}+(2+\sqrt{3})(2-\sqrt{3})+(2-\sqrt{3})^{2}\right)-2 \cdot 8 \sqrt{3}\right] \\
=\frac{\sqrt{3}}{6^{5}}[7 \cdot 2 \sqrt{3} \cdot 15-2 \cdot 8 \sqrt{3}]=\frac{97}{6^{4}}=\frac{97}{1296}, \\
D_{1,5}=\frac{\sqrt{3}}{6^{6}}\left[7 p_{4}-2 p_{3}\right]=\frac{\sqrt{3}}{6^{6}}[7 \cdot 112 \sqrt{3}-2 \cdot 30 \sqrt{3}]=\frac{181}{3888}
\end{gathered}
$$

where we took into account that

$$
\begin{gathered}
(2+\sqrt{3})^{2}+(2-\sqrt{3})^{2}=2\left(2^{2}+\sqrt{3}^{2}\right)=14, \quad(2+\sqrt{3})(2-\sqrt{3})=1 \\
(2+\sqrt{3})^{4}-(2-\sqrt{3})^{4}=\left((2+\sqrt{3})^{2}+(2-\sqrt{3})^{2}\right) p_{2}=112 \sqrt{3}
\end{gathered}
$$

Thus, all three methods of calculation gave the same results, which also confirms the validity of the formulas.

Remark 4. Suppose that we need to calculate the determinant $D_{2, n+1}=\operatorname{det}\left(A_{2, n+1}\right)$, where $A_{2, n+1}=\left(\mathrm{E} \Delta_{i} \Delta_{k}\right)_{2 \leq i, k \leq n+1}$.

Similarly to (12), we can establish the direct formula for $D_{2, n+1}=\operatorname{det}\left(A_{2, n+1}\right)$, with the help of the recurrent formula (14). Since $A_{2, n+1}$ is an algebraic complement to the element $a_{11}=\mathrm{E} \Delta_{1}^{2}$ of the matrix $A_{1, n+1}=\left(a_{k l}\right)_{k, l=1}^{n+1}, a_{k l}=\mathrm{E} \Delta_{k} \Delta_{l}$, matrix $A_{2, n+1}$ has dimension $n$, has the same form as the main covariance matrix of increments but without the first row and the first column. Therefore the determinant $D_{2, n+1}=\operatorname{det}\left(A_{2, n+1}\right), n \geq 3$, can be calculated by the same recurrent formula as $D_{1, n}=\operatorname{det}\left(A_{1, n}\right), n \geq 3$, but with another initial elements, namely,

$$
D_{2,2}=\frac{4}{3}, \quad D_{2,3}=\left|\begin{array}{ll}
\frac{4}{3} & \frac{3}{2}  \tag{17}\\
\frac{3}{2} & \frac{7}{3}
\end{array}\right|=\frac{31}{36}, \quad D_{2, n+1}=\frac{2}{3} D_{2, n}-\frac{1}{36} D_{2, n-1}, \quad n \geq 3
$$

Applying formula (15) for the same $x=\frac{2+\sqrt{3}}{6}, y=\frac{2-\sqrt{3}}{6}$ and $a=\frac{4}{3}, b=\frac{31}{36}$ we arrive at

$$
\begin{equation*}
D_{2, n+1}=\frac{31}{36} \sqrt{3} \frac{p_{n-1}}{6^{n-1}}-\frac{4}{3} \frac{1}{36} \sqrt{3} \frac{p_{n-2}}{6^{n-2}}=\frac{\sqrt{3}}{6^{n+1}}\left[31 p_{n-1}-8 p_{n-2}\right], \quad n \geq 3 \tag{18}
\end{equation*}
$$

Let us check the latter formula for $n=3,4,5$ :

$$
D_{2,4}=\left|\begin{array}{ccc}
\frac{4}{3} & \frac{3}{2} & \frac{3}{2} \\
\frac{3}{2} & \frac{7}{3} & \frac{5}{2} \\
\frac{3}{2} & \frac{5}{2} & \frac{10}{3}
\end{array}\right|=\frac{29}{54}, D_{2,5}=\left|\begin{array}{cccc}
\frac{4}{3} & \frac{3}{2} & \frac{3}{2} & \frac{3}{2} \\
\frac{3}{2} & \frac{7}{3} & \frac{5}{2} & \frac{5}{2} \\
\frac{3}{2} & \frac{5}{2} & \frac{10}{3} & \frac{7}{2} \\
\frac{3}{2} & \frac{5}{2} & \frac{7}{2} & \frac{13}{3}
\end{array}\right|=\frac{433}{1296}, D_{2,6}=\frac{101}{486} .
$$

At the same time, formula (18) gives the equalities

$$
\begin{gathered}
D_{2,4}=\frac{\sqrt{3}}{6^{4}}\left[31 p_{2}-8 p_{1}\right]=\frac{\sqrt{3}}{6^{4}}[31 \cdot 8 \sqrt{3}-8 \cdot 2 \sqrt{3}]=\frac{29}{54}, \\
D_{2,5}=\frac{\sqrt{3}}{6^{5}}\left[31 p_{3}-8 p_{2}\right]=\frac{\sqrt{3}}{6^{5}}[31 \cdot 2 \sqrt{3} \cdot 15-8 \cdot 8 \sqrt{3}]=\frac{433}{1296}, \\
D_{2,6}=\frac{\sqrt{3}}{6^{6}}\left[31 p_{4}-8 p_{3}\right]=\frac{\sqrt{3}}{6^{6}}[31 \cdot 8 \sqrt{3} \cdot 14-2 \cdot 15 \cdot 8 \sqrt{3}]=\frac{101}{486},
\end{gathered}
$$

while the recurrent formula gives the same equalities:

$$
\begin{gathered}
D_{2,4}=\frac{2}{3} D_{2,3}-\frac{1}{36} D_{2,2}=\frac{2}{3} \frac{31}{36}-\frac{1}{36} \frac{4}{3}=\frac{29}{54}, \\
D_{2,5}=\frac{2}{3} D_{2,4}-\frac{1}{36} D_{2,3}=\frac{2}{3} \frac{29}{54}-\frac{1}{36} \frac{31}{36}=\frac{2^{4} \cdot 29-31}{6^{4}}=\frac{433}{1296}, \\
D_{2,6}=\frac{2}{3} D_{2,5}-\frac{1}{36} D_{2,4}=\frac{2}{3} \frac{433}{1296}-\frac{1}{36} \frac{29}{54}=\frac{433-31}{6^{3} \cdot 3^{2}}=\frac{101}{486} .
\end{gathered}
$$

That is, the values coincide, and therefore the formulas (17) and (18) have been confirmed.

## 4 Projection problem and respective coefficients for the simplest GVp

Now we consider the problem of projection of $\Delta_{1}=X_{1}-X_{0}=X_{1}$ on $n$ subsequent increments $\Delta_{i}=X_{i}-X_{i-1}, 2 \leq i \leq n+1$. More precisely, we can apply theorem of normal correlation and obtain the presentation

$$
\begin{equation*}
\mathrm{E}\left(\Delta_{1} \mid \Delta_{2}, \ldots, \Delta_{n+1}\right)=\sum_{i=2}^{n+1} c_{n}^{(i)} \Delta_{i} \tag{19}
\end{equation*}
$$

where $c_{n}^{(i)} \in \mathbb{R}, 2 \leq i \leq n+1$, are the respective projection coefficients.
Lemma 1. Coefficients $\left\{c_{n}^{(k)}, 2 \leq k \leq n+1\right\}$ equal to the unique solution of the system of linear equations

$$
\begin{equation*}
\sum_{i=2}^{n+1} x_{i} \mathrm{E} \Delta_{i} \Delta_{k}=\mathrm{E} \Delta_{1} \Delta_{k}, \quad 2 \leq k \leq n+1 \tag{20}
\end{equation*}
$$

Proof. We multiply both parts of (19) by $\Delta_{k}, 2 \leq k \leq n+1$; taking expectation and observing that $\Delta_{k}$ is adapted to $\sigma$-field generated by $\left\{\Delta_{2}, \ldots, \Delta_{n+1}\right\}$, we get the proof. The solution exists and is unique because the main determinant of the system is $D_{2, n+1}=\operatorname{det}\left(A_{2, n+1}\right)$, and according to Theorem 1 and Remark 4, determinant $D_{2, n+1}$ is strictly positive.

Corollary 1. Obviously, Lemma 1 implies that coefficients $\left\{c_{n}^{(k)}, 2 \leq k \leq n+1\right\}$ are $c_{n}^{(k)}=\frac{D_{2, n+1}^{(k-1)}}{D_{2, n+1}}$, where $D_{2, n+1}=\operatorname{det}\left(\mathrm{E} \Delta_{i} \Delta_{j}\right)_{i, j=2}^{n+1}$ and $D_{2, n+1}^{(k-1)}$ is the determinant obtained from $D_{2, n+1}$ by replacing the $(k-1)$ th column with a vector $b_{2, n+1}=$ $\left(\frac{1}{2}, \ldots, \frac{1}{2}\right)^{\top}$.
Theorem 2. Coefficients $\left\{c_{n}^{(k)}, 2 \leq k \leq n+1\right\}$ can be find by the following formulas:

1) $n=1, c_{1}^{(2)}=\frac{3}{8}$;
2) $n=2$,

$$
\begin{gathered}
c_{2}^{(2)}=3 \frac{5 p_{n-1}-p_{n-2}}{31 p_{n-1}-8 p_{n-2}}=\frac{(-1)^{n} 30 \sqrt{3}}{31 p_{n-1}-8 p_{n-2}}=\frac{15}{31} \\
c_{2}^{(3)}=\frac{(-1)^{n-1} 6 \sqrt{3}}{31 p_{n-1}-8 p_{n-2}}=-\frac{3}{31}
\end{gathered}
$$

3) $n \geq 3$,

$$
\begin{aligned}
& c_{n}^{(n+2-m)}=\frac{(-1)^{n-m} \sqrt{3}}{2 \cdot 6^{n} \cdot D_{2, n+1}}\left[5 p_{m-1}-p_{m-1}\right] \\
& =(-1)^{n-m} 3 \frac{5 p_{m-1}-p_{m-2}}{31 p_{n-1}-8 p_{n-2}}, \quad 3 \leq m \leq n, \\
& c_{n}^{(n)}=\frac{(-1)^{n} 5}{2 \cdot 6^{n-1}} \cdot \frac{1}{D_{2, n+1}}=\frac{(-1)^{n} 30 \sqrt{3}}{31 p_{n-1}-8 p_{n-2}},
\end{aligned}
$$

$$
c_{n}^{(n+1)}=\frac{(-1)^{n-1}}{2 \cdot 6^{n-1}} \cdot \frac{1}{D_{2, n+1}}=\frac{(-1)^{n-1} 6 \sqrt{3}}{31 p_{n-1}-8 p_{n-2}} .
$$

Proof. 1) If $n=1$, then $k=2$ and we have one equation $c_{1}^{(2)} \mathrm{E} \Delta_{2}^{2}=\mathrm{E} \Delta_{1} \Delta_{2}$. By (10) and (11) we obtain $c_{1}^{(2)} \frac{4}{3}=\frac{1}{2}$, and $c_{1}^{(2)}=\frac{3}{8}$.
$2), 3$ ) The system of the linear equations (20) is equivalent to the following matrix equation

$$
A_{2, n+1} c_{n}=b_{2, n+1},
$$

where $A_{2, n+1}$ has dimension $n \times n$ and this is the algebraic complement of the element $a_{11}=\mathrm{E} \Delta_{1}^{2}$ of the matrix $A_{1, n+1}=\left(a_{k l}\right)_{k, l=1}^{n+1}, a_{k l}=\mathrm{E} \Delta_{k} \Delta_{l} ; c_{n}=$ $\left(c_{n}^{(2)}, \ldots, c_{n}^{(n+1)}\right)^{\top}$ is the vector of unknown parameters of projection (19); $b_{2, n+1}=$ $\left(a_{12}, \ldots, a_{1(n+1)}\right)^{\top}=\left(\mathrm{E} \Delta_{1} \Delta_{2}, \ldots, \mathrm{E} \Delta_{1} \Delta_{n+1}\right)^{\top}=\left(\frac{1}{2}, \ldots, \frac{1}{2}\right)^{\top}$.

Thus, we solve the equation

$$
\begin{gathered}
\left(\begin{array}{ccccc}
a_{22} & a_{23} & \cdots & a_{2 n} & a_{2(n+1)} \\
a_{32} & a_{33} & \cdots & a_{3 n} & a_{3(n+1)} \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
a_{n 2} & a_{n 3} & \cdots & a_{n n} & a_{n(n+1)} \\
a_{(n+1) 2} & a_{(n+1) 3} & \cdots & a_{(n+1) n} & a_{(n+1)(n+1)}
\end{array}\right)\left(\begin{array}{c}
c_{n}^{(2)} \\
c_{n}^{(3)} \\
\vdots \\
c_{n}^{(n)} \\
c_{n}^{(n+1)}
\end{array}\right)=\left(\begin{array}{c}
a_{12} \\
a_{13} \\
\vdots \\
a_{1 n} \\
a_{1(n+1)}
\end{array}\right) \\
\Leftrightarrow\left(\begin{array}{cccccc}
\frac{4}{3} & \frac{3}{2} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{3}{2} \\
\frac{3}{2} & \frac{7}{3} & \frac{5}{2} & \cdots & \frac{5}{2} & \frac{5}{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\frac{3}{2} & \frac{5}{2} & \frac{7}{2} & \cdots & n-\frac{2}{3} & n-\frac{1}{2} \\
\frac{3}{2} & \frac{5}{2} & \frac{7}{2} & \cdots & n-\frac{1}{2} & (n+1)-\frac{2}{3}
\end{array}\right)\left(\begin{array}{c}
c_{n}^{(2)} \\
c_{n}^{(3)} \\
\vdots \\
c_{n}^{(n)} \\
c_{n}^{(n+1)}
\end{array}\right)=\left(\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2} \\
\vdots \\
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right)
\end{gathered}
$$

According to Corollary 1 we use Cramer's rule and find the solutions in the form

$$
c_{n}^{(k)}=\frac{D_{2, n+1}^{(k-1)}}{D_{2, n+1}}, \quad k=\overline{2, n+1}
$$

Here $D_{2, n+1}^{(k-1)}$ is the determinant obtained from $D_{2, n+1}$, in which we replaced the ( $k-$ 1)th column with the vector $b_{2, n+1}=\left(\frac{1}{2}, \ldots, \frac{1}{2}\right)^{\top}$. The determinants $D_{2, n+1}$ are obtained in Remark 4 and particularly in (17) and (18).

Therefore, we need to find $D_{2, n+1}^{(k-1)}, 2 \leq k \leq n+1$. Write it in the recurrent form and then derive the direct formula.

First, let $k=2$, then

$$
D_{2, n+1}^{(1)}=\left|\begin{array}{cccccccc}
\frac{1}{2} & \frac{3}{2} & \frac{3}{2} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{3}{2} & \frac{3}{2} \\
\frac{1}{2} & \frac{7}{3} & \frac{5}{2} & \frac{5}{2} & \cdots & \frac{5}{2} & \frac{5}{2} & \frac{5}{2} \\
\frac{1}{2} & \frac{5}{2} & \frac{10}{3} & \frac{7}{2} & \cdots & \frac{7}{2} & \frac{7}{2} & \frac{7}{2} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\frac{1}{2} & \frac{5}{2} & \frac{7}{2} & \frac{9}{2} & \cdots & (n-1)-\frac{2}{3} & (n-1)-\frac{1}{2} & (n-1)-\frac{1}{2} \\
\frac{1}{2} & \frac{5}{2} & \frac{7}{2} & \frac{9}{2} & \cdots & (n-1)-\frac{1}{2} & n-\frac{2}{3} & n-\frac{1}{2} \\
\frac{1}{2} & \frac{5}{2} & \frac{7}{2} & \frac{9}{2} & \cdots & (n-1)-\frac{1}{2} & n-\frac{1}{2} & (n+1)-\frac{2}{3}
\end{array}\right|
$$

can be calculated by the same recurrent formula as $D_{1, n}, n \geq 3$, but with another initial elements. Namely,

$$
\begin{equation*}
D_{2,2}^{(1)}=\frac{1}{2}, D_{2,3}^{(1)}=\frac{5}{12}=\frac{5}{6} D_{2,2}^{(1)}, D_{2, n+1}^{(1)}=\frac{2}{3} D_{2, n}^{(1)}-\frac{1}{36} D_{2, n-1}^{(1)}, n \geq 3 . \tag{21}
\end{equation*}
$$

Applying formula (15) for the same $x=\frac{2+\sqrt{3}}{6}, y=\frac{2-\sqrt{3}}{6}$ and $a=\frac{1}{2}, b=\frac{5}{12}$ we arrive at

$$
\begin{align*}
D_{2, n+1}^{(1)}=\frac{5}{12} \sqrt{3} \frac{p_{n-1}}{6^{n-1}} & -\frac{1}{2} \frac{1}{36} \sqrt{3} \frac{p_{n-2}}{6^{n-2}}=\frac{\sqrt{3}}{72}\left(30 \frac{p_{n-1}}{6^{n-1}}-\frac{p_{n-2}}{6^{n-2}}\right) \\
= & \frac{\sqrt{3}}{6^{n}}\left[5 p_{n-1}-p_{n-2}\right] . \tag{22}
\end{align*}
$$

Let us check the latter formula for $n=3$ :

$$
D_{2,4}^{(1)}=\left|\begin{array}{ccc}
\frac{1}{2} & \frac{3}{2} & \frac{3}{2} \\
\frac{1}{2} & \frac{7}{3} & \frac{5}{2} \\
\frac{1}{2} & \frac{5}{2} & \frac{10}{3}
\end{array}\right|=\frac{19}{2 \cdot 6^{2}}=\frac{19}{72} .
$$

By (22) we get

$$
D_{2,4}^{(1)}=\frac{\sqrt{3}}{2 \cdot 6^{3}}\left[5 p_{2}-p_{1}\right]=\frac{\sqrt{3}}{2 \cdot 6^{3}}[5 \cdot 8 \sqrt{3}-2 \sqrt{3}]=\frac{2 \cdot 3}{2 \cdot 6^{3}}[20-1]=\frac{19}{72} .
$$

At the same time, the recurrent formula gives the equalities

$$
D_{2,4}^{(1)}=\frac{2}{3} D_{2,3}^{(1)}-\frac{1}{36} D_{2,2}^{(1)}=\frac{2}{3} \frac{5}{12}-\frac{1}{36} \frac{1}{2}=\frac{19}{72} .
$$

Thus, we have obtained the same results for all three methods.
In the case $k \geq 3$, a slightly modified approach should be used. For convenience, we denote $j=k-1$, and consider $j \geq 2, n \geq 2$. Here $j$ is the number of the column of the matrix $A_{2, n+1}$, which we replaced by vector $b_{2, n+1}$ to obtain the determinant $D_{2, n+1}^{(j)}$.

First of all we investigate the case $j=n$. We have

$$
D_{2, n+1}^{(n)}=\left|\begin{array}{cccccc}
\frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{3}{2} & \frac{1}{2} \\
\frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} & \frac{5}{2} & \frac{1}{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \\
\frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & n-\frac{2}{3} & \frac{1}{2} \\
\frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & n-\frac{1}{2} & \frac{1}{2}
\end{array}\right| .
$$

We subtract the penultimate row from the last row, then expand the determinant over the last row and get

$$
\begin{aligned}
D_{2, n+1}^{(n)} & =\left|\begin{array}{cccccc}
\frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{3}{2} & \frac{1}{2} \\
\frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} & \frac{5}{2} & \frac{1}{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \\
\frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & n-\frac{2}{3} & \frac{1}{2} \\
0 & 0 & \cdots & 0 & \frac{1}{6} & 0
\end{array}\right| \\
& =-\frac{1}{6} D_{2, n}^{(n-1)}=\cdots=\frac{(-1)^{n-1}}{6^{n-1}} D_{2,2}^{(1)} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
D_{2, n+1}^{(n)}=\frac{(-1)^{n-1}}{2 \cdot 6^{n-1}} \tag{23}
\end{equation*}
$$

Further, consider $j=n-1$. We have

$$
D_{2, n+1}^{(n-1)}=\left|\begin{array}{cccccc}
\frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{1}{2} & \frac{3}{2} \\
\frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} & \frac{1}{2} & \frac{5}{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & \frac{1}{2} & n-\frac{1}{2} \\
\frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & \frac{1}{2} & (n+1)-\frac{2}{3}
\end{array}\right| .
$$

Now we analogously subtract the penultimate row from the last row and expand the determinant over the last row. That is,

$$
D_{2, n+1}^{(n-1)}=\left|\begin{array}{cccccc}
\frac{4}{3} & \frac{3}{2} & \cdots & \frac{3}{2} & \frac{1}{2} & \frac{3}{2} \\
\frac{3}{2} & \frac{7}{3} & \cdots & \frac{5}{2} & \frac{1}{2} & \frac{5}{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \\
\frac{3}{2} & \frac{5}{2} & \cdots & (n-1)-\frac{1}{2} & \frac{1}{2} & n-\frac{1}{2} \\
0 & 0 & \cdots & 0 & 0 & \frac{5}{6}
\end{array}\right|=\frac{5}{6} D_{2, n}^{(n-1)} .
$$

By (23) we arrive at

$$
\begin{equation*}
D_{2, n+1}^{(n-1)}=\frac{5}{6} \frac{(-1)^{n-2}}{2 \cdot 6^{n-2}}=\frac{5(-1)^{n}}{2 \cdot 6^{n-1}} \tag{24}
\end{equation*}
$$

Note that (23) and (24) imply the relation $D_{2, n+1}^{(n-1)}=-5 D_{2, n+1}^{(n)}$. Moreover, $D_{2, n+2}^{(n)}=\frac{5}{6} D_{2, n+1}^{(n)}$.

Next, we study the case $1 \leq j \leq n-2$. Let us fix such $j$ and consider determinant $D_{2, j+m}^{(j)}$ for $m \geq 3$. The recurrent formula (14) is also valid for this determinant, that is,

$$
D_{2, j+m}^{(j)}=\frac{2}{3} D_{2, j+1}^{(j)}-\frac{1}{36} D_{2, j+2}^{(j)}, \quad m \geq 3
$$

Here by equalities (23) and (24) we have $D_{2, j+1}^{(j)}=\frac{(-1)^{j-1}}{2 \cdot 6^{j-1}}$ and $D_{2, j+2}^{(j)}=\frac{5(-1)^{j-1}}{2 \cdot 6^{j}}$ respectively, and $D_{2, j+2}^{(j)}=\frac{5}{6} D_{2, j+1}^{(j)}$.

Therefore, we obtain by (15)

$$
\begin{gathered}
D_{2, j+m}^{(j)}=D_{2, j+2}^{(j)} \frac{\sqrt{3}}{6^{m-1}} p_{m-1}-D_{2, j+1}^{(j)} \frac{\sqrt{3}}{36 \cdot 6^{m-2}} p_{m-2} \\
=D_{2, j+1}^{(j)} \sqrt{3}\left[\frac{5}{6} \frac{p_{m-1}}{6^{m-1}}-\frac{1}{36} \frac{p_{m-2}}{6^{m-2}}\right]=\frac{(-1)^{j-1} \sqrt{3}}{2 \cdot 6^{m+j-1}}\left[5 p_{m-1}-p_{m-2}\right] .
\end{gathered}
$$

Thus, we can rewrite the last equality in the form

$$
\begin{equation*}
D_{2, n+1}^{(n+1-m)}=\frac{(-1)^{n-m} \sqrt{3}}{2 \cdot 6^{n}}\left[5 p_{m-1}-p_{m-2}\right] . \tag{25}
\end{equation*}
$$

Now we use formulas (18), (22), (21), (23), (24) and the last one to find the coefficients of projection. Namely,

$$
\begin{gathered}
c_{n}^{(n+1)}=\frac{D_{2, n+1}^{(n)}}{D_{2, n+1}}=\frac{(-1)^{n-1}}{2 \cdot 6^{n-1}} \cdot \frac{1}{D_{2, n+1}}=\frac{(-1)^{n-1} 6 \sqrt{3}}{31 p_{n-1}-8 p_{n-2}}, \\
c_{n}^{(n)}=\frac{(-1)^{n} 5}{2 \cdot 6^{n-1}} \cdot \frac{1}{D_{2, n+1}}=\frac{(-1)^{n} 30 \sqrt{3}}{31 p_{n-1}-8 p_{n-2}},
\end{gathered}
$$

and for $3 \leq m \leq n$,

$$
c_{n}^{(n+2-m)}=(-1)^{n-m} 3 \frac{5 p_{n-1}-p_{n-2}}{31 p_{n-1}-8 p_{n-2}} .
$$

If $n=2$, we have the particular case of previous results for $k=n$ and $k=n+1$. Note, that in this case equality (25) (with $m=n=2$ ) is also true and coincides with (24) and with the second equality of (21). Indeed,

$$
D_{2,3}=\frac{\sqrt{3}}{2 \cdot 6^{2}} 5((2+\sqrt{3})-(2-\sqrt{3}))=\frac{5}{12} .
$$

And on the other hand,

$$
D_{2,3}=\frac{5}{2 \cdot 6}=\frac{5}{12} .
$$

Consequently, by the second equality of (17),

$$
c_{2}^{(2)}=\frac{5}{12} \frac{36}{31}=\frac{15}{31} .
$$

For completeness, we also get

$$
c_{2}^{(3)}=\frac{D_{2,3}^{(2)}}{D_{2,3}}=\frac{-1}{12} \frac{36}{31}=-\frac{3}{31} .
$$

Remark 5. In order to check the obtained results, we calculate the projection coefficients for some values of $n$, by another method.

By formulas from Theorem 2 we obtain, for $n=3$,

$$
\begin{gathered}
c_{3}^{(2)}=3 \frac{5 p_{2}-p_{1}}{31 p_{2}-8 p_{1}}=3 \frac{5 \cdot 8 \sqrt{3}-2 \sqrt{3}}{31 \cdot 8 \sqrt{3}-8 \cdot 2 \sqrt{3}}=\frac{57}{116}, \\
c_{3}^{(3)}=\frac{(-1)^{3} 30 \sqrt{3}}{31 p_{2}-8 p_{1}}=\frac{-30 \sqrt{3}}{29 \cdot 8 \sqrt{3}}=-\frac{15}{116}, c_{3}^{(4)}=\frac{(-1)^{2} 6 \sqrt{3}}{29 \cdot 8 \sqrt{3}}=\frac{3}{116} ;
\end{gathered}
$$

and for $n=4$,

$$
\begin{gathered}
c_{4}^{(2)}=3 \frac{5 p_{3}-p_{2}}{31 p_{3}-8 p_{2}}=3 \frac{5 \cdot 30 \sqrt{3}-8 \sqrt{3}}{31 \cdot 30 \sqrt{3}-8 \cdot 8 \sqrt{3}}=\frac{213}{433}, \\
c_{4}^{(3)}=-3 \frac{5 p_{2}-p_{1}}{433 \cdot 2 \sqrt{3}}=-\frac{57}{433}, \quad c_{4}^{(4)}=\frac{(-1)^{4} 30 \sqrt{3}}{433 \cdot 2 \sqrt{3}}=\frac{15}{433}, \\
c_{4}^{(5)}=\frac{(-1)^{3} 6 \sqrt{3}}{433 \cdot 2 \sqrt{3}}=-\frac{3}{433} .
\end{gathered}
$$

On the other hand, we can solve the system of equations (20) using standard methods (Gaussian elimination). Thus, we get the following results.

If $n=3$ then

$$
\left\{\begin{array} { l } 
{ 8 c _ { 3 } ^ { ( 2 ) } + 9 c _ { 3 } ^ { ( 3 ) } + 9 c _ { 3 } ^ { ( 4 ) } = 3 } \\
{ 9 c _ { 3 } ^ { ( 2 ) } + 1 4 c _ { 3 } ^ { ( 3 ) } + 1 5 c _ { 3 } ^ { ( 4 ) } = 3 } \\
{ 9 c _ { 3 } ^ { ( 2 ) } + 1 5 c _ { 3 } ^ { ( 3 ) } + 2 0 c _ { 3 } ^ { ( 4 ) } = 3 }
\end{array} \Rightarrow \left\{\begin{array}{l}
c_{3}^{(2)}=\frac{57}{116} \\
c_{3}^{(3)}=-\frac{15}{116} \\
c_{3}^{(4)}=\frac{3}{116}
\end{array}\right.\right.
$$

In the case $n=4$,

$$
\left\{\begin{array} { l } 
{ 8 c _ { 4 } ^ { ( 2 ) } + 9 c _ { 4 } ^ { ( 3 ) } + 9 c _ { 4 } ^ { ( 4 ) } + 9 c _ { 4 } ^ { ( 5 ) } = 3 } \\
{ 9 c _ { 4 } ^ { ( 2 ) } + 1 4 c _ { 4 } ^ { ( 3 ) } + 1 5 c _ { 4 } ^ { ( 4 ) } + 1 5 c _ { 4 } ^ { ( 5 ) } = 3 } \\
{ 9 c _ { 4 } ^ { ( 2 ) } + 1 5 c _ { 4 } ^ { ( 3 ) } + 2 0 c _ { 4 } ^ { ( 4 ) } + 2 1 c _ { 4 } ^ { ( 5 ) } = 3 } \\
{ 9 c _ { 4 } ^ { ( 2 ) } + 1 5 c _ { 4 } ^ { ( 3 ) } + 2 1 c _ { 4 } ^ { ( 4 ) } + 2 6 c _ { 4 } ^ { ( 5 ) } = 3 }
\end{array} \Rightarrow \left\{\begin{array}{l}
c_{4}^{(2)}=\frac{213}{433} \\
c_{4}^{(3)}=-\frac{57}{433} \\
c_{4}^{(4)}=\frac{15}{433} \\
c_{4}^{(5)}=-\frac{3}{433}
\end{array} .\right.\right.
$$

As we see, the results coincide.
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