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#### Abstract

A new modified $\Phi$-Sobolev inequality for canonical $L^{2}$-Lévy processes, which are hybrid cases of the Brownian motion and pure jump-Lévy processes, is developed. Existing results included only a part of the Brownian motion process and pure jump processes. A generalized version of the $\Phi$-Sobolev inequality for the Poisson and Wiener spaces is derived. Furthermore, the theorem can be applied to obtain concentration inequalities for canonical Lévy processes. In contrast to the measure concentration inequalities for the Brownian motion alone or pure jump Lévy processes alone, the measure concentration inequalities for canonical Lévy processes involve Lambert's $W$-function. Examples of inequalities are also presented, such as the supremum of Lévy processes in the case of mixed Brownian motion and Poisson processes.
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## 1 Introduction

For smooth convex function $\Phi$ on an interval of $\mathbb{R}$, the $\Phi$-entropy of a random variable $F$ is defined as

$$
\operatorname{Ent}_{\Phi}(F)=\mathbb{E}[\Phi(F)]-\Phi(\mathbb{E}[F]) .
$$

[^0]In this paper, we deal with a (modified) $\Phi$-Sobolev inequality and related concentration inequalities for canonical Lévy processes. Such inequalities related to $\Phi$-entropies can be seen as an inclusive interpolation between Poincaré and Gross logarithmic Sobolev inequalities.

The logarithmic Sobolev inequalities (LSI) give an infinite-dimensional analog of Sobolev inequalities on finite-dimensional space such as Euclidean space. In a seminal paper [14], the following LSI on the Wiener space was introduced:

$$
\mathbb{E}\left[F^{2} \log F^{2}\right]-\mathbb{E}\left[F^{2}\right] \log \mathbb{E}\left[F^{2}\right] \leq 2 \mathbb{E}\left[\left|D^{W} F\right|_{\mathbb{H}}^{2}\right],
$$

for any $F$ which is in the stochastic Sobolev space based on the Wiener process, where $|\cdot|_{\mathbb{H}}$ is the norm of the Cameron-Martin Hilbert space and $D^{W}$ is the Malliavin gradient operator. However, it should be noted that this is a modern formulation and not the original one. The stochastic Sobolev space with respect to the Wiener process is the domain of the Malliavin gradient operator $D^{W}$. The left term in the above inequality means the entropy of a random variable $F^{2}$. For more details of the Malliavin calculus concerning the Wiener processes, see [20]. This inequality does not depend on the dimension of underlying space and is equivalent to the hyper-contractivity, and it implies Poincaré inequalities (or spectral gap inequalities) such as

$$
\mathbb{E}\left[F^{2}\right]-(\mathbb{E}[F])^{2} \leq \mathbb{E}\left[\left|D^{W} F\right|_{\mathbb{H}}^{2}\right]
$$

We also remark that the Gaussian logarithmic Sobolev inequality goes back to [26].
The authors of [6] proved the logarithmic Sobolev inequalities on path space. Martingale representation has become the standard method for proving logarithmic Sobolev inequalities. Capitaine et al. (see [6]) gave a simple proof of the log-Sobolev inequality for functionals of the Brownian motion by using the Clark-Ocone-Haussmann formula. The Clark-Ocone-Haussmann formula leads to an explicit martingale representation for random variables in terms of the Malliavin derivatives. Moreover, they proved the logarithmic Sobolev inequalities for the Brownian motion on a manifold by the Clark-Ocone-Haussmann formula. Furthermore, they obtained some isoperimetric inequalities on path spaces.

We now review studies for the extension of LSI from the view of Poisson space. Surgailis (see [27]) proved that the logarithmic Sobolev inequalities failed for the Poisson space compared to the Wiener process case. Let $\pi_{\theta}$ be the Poisson measure on $\mathbb{N}$ with parameter $\theta>0$ and consider the Dirichlet form on $L^{2}\left(\pi_{\theta}\right)$ given by

$$
\mathcal{E}_{P o i}(f, g)=\int_{N}\left(D^{\pi} f \cdot D^{\pi} g\right) d \pi_{\theta}
$$

where

$$
D^{\pi} f(x)=f(x+1)-f(x)
$$

for all $x \in \mathbb{N}$. He proved that
$\exists C(2)>0, \forall F \in L^{2}\left(\pi_{\theta}\right): \mathbb{E}_{\pi_{\theta}}\left[F^{2} \log F^{2}\right]-\mathbb{E}_{\pi_{\theta}}\left[F^{2}\right] \log \mathbb{E}_{\pi_{\theta}}\left[F^{2}\right] \leq C(2) \mathcal{E}_{P o i}(F, F)$
does not hold. Alternatively, Wu ([31]) proved a modified logarithmic Sobolev inequality for a Poisson space by using the Clark-Ocone type formula on the Poisson
space. From the modified logarithmic Sobolev inequality, several previously known inequalities were derived similar to the logarithmic Sobolev inequality for Gaussian random variables. The author also proved a deviation inequality for a Poisson space as an application.

In the paper [7], Chafaï provides a synthesis for LSI. For a smooth convex function $\Phi$, he introduced $\Phi$-Sobolev functional inequality for the Wiener and Poisson spaces.

There are also LSI for discrete settings. The LSI for the Poisson space leads to deeper geometric extension. Privault ([22]) proved the log-Sobolev inequalities and deviation inequalities for discrete-time random walks (see also [21]). Moreover, the author introduced log-Sobolev and deviation inequalities for normal martingales on the Wiener and Poisson spaces. These inequalities were proved by using Clark-Ocone type formulas.

We now review a significant recent development for LSI. Bourguin and Peccati ([5]), by using Mehler's formula, provided direct, intrinsic proof of a modified logarithmic Sobolev inequality proved by Wu in [31]. Note that they did not use the Clark-Ocone type formula. As an application of the inequality, Bachmann and Peccati ([3]) deal with Poisson functionals and provide general concentration inequalities by combining logarithmic Sobolev inequalities for Poisson random measures with a Herbst-type argument. Moreover, Nourdin, Peccati and Yang ([19]) proved restricted hyper-contractivity on the Poisson space by using the modified logarithmic Sobolev inequality.

We also review a significant recent development for $\Phi$-Sobolev inequality. By using the same sort argument as [6], Chafaï derived a $\Phi$-Sobolev inequality for the Wiener measure (see Theorem 4.2 in [7]). Moreover, a modified $\Phi$-Sobolev inequality for Poisson processes was derived by Chafaï in [7]. By using a modified $\Phi$-Sobolev inequality derived by Chafaï in [7], Gusakova et al. ([15]) established a recursion scheme for moments. They applied its scheme to derive moment and concentration inequalities for functionals on abstract Poisson spaces. Moreover, they also applied the general results to stochastic geometry, namely Poisson cylinder models and Poisson random polytopes. On the other hand, Hariya ([16]) derived a family of inequalities that unifies the exponential and original hyper-contractivities; a generalization of the Gaussian logarithmic Sobolev inequality was obtained as a result. He also discussed a connection of those results with $\Phi$-entropy inequalities in a general framework of Markov semi-groups. Unification of the exponential hyper-contractivity and the reverse hyper-contractivity of the Ornstein-Uhlenbeck semi-group $Q$ was also provided.

The results mentioned above dealt with only the Gaussian part or the pure jump part. In this paper, in contrast, we treat them at the same time. The following modified $\Phi$-Sobolev type inequality on canonical space $(\Omega, \mathcal{F}, \mathbb{P})$ are obtained:

$$
\begin{align*}
\operatorname{Ent}_{\Phi}(F) \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \Phi^{\prime \prime}(F)\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z} \Phi(F)-\Phi^{\prime}(F) \Psi_{t, z} F\right) z v(d z) d t\right] \tag{1.1}
\end{align*}
$$

for $F \in \mathbb{D}^{1,2}$ satisfying $F>0$ with probability one and convex functions with some properties (we defined below in Section 3), where $\mathbb{R}_{0}=\mathbb{R} \backslash\{0\}, \sigma$ is constant number, $v$ the Lévy measure for the canonical Lévy process, $\mathbb{D}^{1,2}$ the stochastic Sobolev space for canonical Lévy processes and $\Psi_{t, z}$ the Malliavin increment quotient operator for functionals of canonical Lévy processes defined in [24] (see also [13]). To show the main theorem, we adopt the Malliavin calculus for canonical Lévy processes, based on [24, 13, 11, 29] and [28]. We provide a simple proof of a modified logarithmic Sobolev inequality (1.1) by using a Clark-Ocone type formula for Lévy processes. This modified logarithmic Sobolev inequality (1.1) for the canonical Lévy process unifies the logarithmic Sobolev inequalities for the Wiener, Poisson, and Lévy processes and derives the Poincaré inequalities for each process. In addition, as its application, we derive a concentration inequality for canonical Lévy processes:

$$
\begin{aligned}
& \mathbb{P}(F-\mathbb{E}[F]>r) \\
& \leq \exp [ \\
& -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
& \\
& \left.\quad+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right]
\end{aligned}
$$

for all $r>0$, where $F \in \mathbb{D}^{1,2}$ is such that

$$
\begin{aligned}
& z D_{t, z} F \leq \beta \in(0, \infty), q \otimes \mathbb{P} \text {-a.e., } \\
& \sigma^{2} \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t \leq \alpha^{2}<\infty, \mathbb{P} \text {-a.e., } \\
& \text { and } \int_{[0, T] \times \mathbb{R}_{0}}\left|D_{t, z} F\right|^{2} z^{2} v(d z) d t \leq \gamma^{2}<\infty, \mathbb{P} \text {-a.e., }
\end{aligned}
$$

and $\mathcal{W}$ is the principal branch of the Lambert W -function on $\left(-e^{-1}, \infty\right)$. Note that there are many seminal pieces of research for W -function (see, e.g., [4, 8], and [30]).

This paper is organized as follows. In Section 2, we review the Malliavin calculus for canonical Lévy processes, based on [24, 11], and [29], and [28]. In Section 3, by using the results of Section 2, we prove a modified logarithmic Sobolev inequality for canonical Lévy processes. In Section 4, we discuss applications of the modified logarithmic Sobolev inequality for canonical Lévy processes. Especially logarithmic Sobolev inequalities for the Wiener and Poisson processes, Poincaré type inequalities, and stochastic exponent are considered. In Section 5, a concentration inequality for canonical Lévy processes is proved as an application of the main theorem.

## 2 Malliavin calculus for canonical Lévy processes

There are various ways to develop the Malliavin calculus for Lévy processes. In this paper, we adopt the approach from [24], based on a chaos representation and increment quotient operator (see also, [11, 29] and [28]). The approach is suitable for our problems, especially since we can use some helpful calculation formulas and a ClarkOcone type formula (see Propositions 2.1 and 2.4). In this setting, we shall construct
a suitable canonical space on which a variational derivative with respect to the pure jump part of a Lévy process can be computed in a pathwise sense. The canonical space was constructed by [24].

In this section, we will give an overview of the approach of the Malliavin calculus on the canonical Lévy space according to [24].

### 2.1 Chaotic representation

We now recall chaotic representation based on Lévy processes. Itô first established the chaos representation for multiple Brownian integrals in [17] and generalized it to the Lévy case in [18].

We construct a probability space from the Wiener and canonical Lévy space. Let $T>0$ be a finite time horizon, $\left(\Omega_{W}, \mathcal{F}_{W}, \mathbb{P}_{W}\right)$ the Wiener space, that is, the usual canonical space for a one-dimensional standard Brownian motion, with the space of continuous functions on $[0, T]$, the $\sigma$-algebra generated by the topology of uniform convergence and Wiener measure; $W$ its coordinate mapping process, that is, a onedimensional standard Brownian motion with $W_{0}=0$. Consider $\left(\Omega_{J}, \mathcal{F}_{J}, \mathbb{P}_{J}\right)$ to be the canonical Lévy space for a pure jump Lévy process $J$ on $[0, T]$ with Lévy measure $\nu$, and for its proper definition we refer to [24]. Now, we assume that $\int_{\mathbb{R}_{0}} z^{2} v(d z)<$ $\infty$. We denote $(\Omega, \mathcal{F}, \mathbb{P})=\left(\Omega_{W} \times \Omega_{J}, \mathcal{F}_{W} \otimes \mathcal{F}_{J}, \mathbb{P}_{W} \otimes \mathbb{P}_{J}\right)$ and call it the canonical space. Furthermore, we regard $\mathbb{F}=\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ as the canonical filtration completed for $\mathbb{P}$. In the canonical space $(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{F})$, we can study a two-parameter Malliavin derivative.

To formulate the Malliavin calculus on the canonical space, we also need to prepare the Lévy-Itô decomposition for the Lévy process on $(\Omega, \mathcal{F}, \mathbb{P})$. It is well known that a square integrable centered Lévy process $X=\left(X_{t}\right)_{t \in[0, T]}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ is given by

$$
\begin{equation*}
X_{t}=\sigma W_{t}+J_{t}-t \int_{\mathbb{R}_{0}} z v(d z) \tag{2.1}
\end{equation*}
$$

where $\sigma \geq 0$ (see, e.g., pp. 162 in [12]). Note that $J_{t}$ is given by

$$
J_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z N(d s, d z)
$$

where $N$ is the Poisson random measure defined as

$$
N(t, A)=\sum_{s \leq t} \mathbb{1}_{A}\left(\Delta X_{s}\right)
$$

for $A \in \mathcal{B}\left(\mathbb{R}_{0}\right), t \in[0, T]$, and $\Delta X_{s}=X_{s}-X_{s-}$.
Moreover, we give another representation. Denoting the compensated measure of the Poisson random measure $N$ by

$$
\widetilde{N}(d t, d z)=N(d t, d z)-v(d z) d t
$$

we have the following Lévy-Itô representation for $X_{t}$ with respect to the compensated measure $\widetilde{N}$ as

$$
\begin{equation*}
X_{t}=\sigma W_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z \widetilde{N}(d s, d z) \tag{2.2}
\end{equation*}
$$

We shall give measures to establish the chaotic representation, which follows the exposition from [24]. With the preceding notations, define a finite measure $q$ on $[0, T] \times \mathbb{R}$ by

$$
q(E)=\sigma^{2} \int_{E(0)} d t \delta_{0}(d z)+\int_{E^{\prime}} z^{2} d t v(d z), \quad E \in \mathcal{B}([0, T] \times \mathbb{R})
$$

where $E(0)=\{(t, 0) \in[0, T] \times \mathbb{R} ;(t, 0) \in E\}, E^{\prime}=E-E(0)$ and $\delta_{0}$ denotes the Dirac measure located at the origin, and the random measure $Q$ on $[0, T] \times \mathbb{R}$ by

$$
Q(E)=\sigma \int_{E(0)} d W_{t} \delta_{0}(d z)+\int_{E^{\prime}} z \tilde{N}(d t, d z), \quad E \in \mathcal{B}([0, T] \times \mathbb{R})
$$

For $n \in \mathbb{N}$ and a simple function $h_{n}=\mathbb{1}_{E_{1} \times \cdots \times E_{n}}$, with pairwise disjoints sets $E_{1}, \ldots, E_{n} \in \mathcal{B}([0, T] \times \mathbb{R})$, a multiple two-parameter integral with respect to the random measure $Q$

$$
I_{n}\left(h_{n}\right)=\int_{([0, T] \times \mathbb{R})^{n}} h_{n}\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right) Q\left(d t_{1}, d z_{1}\right) \cdots Q\left(d t_{n}, d z_{n}\right)
$$

can be defined as $I_{n}\left(h_{n}\right)=Q\left(E_{1}\right) \cdots Q\left(E_{n}\right)$. It is well known that the integral can be extended to the space $L_{T, q, n}^{2}$ of product measurable, deterministic functions $h_{n}$ : $([0, T] \times \mathbb{R})^{n} \rightarrow \mathbb{R}$ satisfying

$$
\begin{aligned}
& \left\|h_{n}\right\|_{L_{T, q, n}^{2}}^{2} \\
& =\int_{([0, T] \times \mathbb{R})^{n}}^{\left|h_{n}\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right)\right|^{2} q\left(d t_{1}, d z_{1}\right) \cdots q\left(d t_{n}, d z_{n}\right)<\infty} .
\end{aligned}
$$

Theorem 2 of [18] yields that any $\mathcal{F}$-measurable square-integrable random variable $F$ on the canonical space has a unique chaotic representation

$$
F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right), \mathbb{P} \text {-a.s. }
$$

with functions $h_{n} \in L_{T, q, n}^{2}$ that are symmetric in the $n$ pairs $\left(t_{i}, z_{i}\right), 1 \leq i \leq n$, and we have the isometry

$$
\mathbb{E}\left[F^{2}\right]=\sum_{n=0}^{\infty} n!\left\|h_{n}\right\|_{L_{T, q, n}^{2}}^{2}
$$

See also Section 2 of [24] and Section 3 of [11].

### 2.2 Stochastic Sobolev spaces and Malliavin derivatives

Thanks to the chaotic representation, we can introduce some classes of stochastic Sobolev spaces $\mathbb{D}^{1,2}, \mathbb{D}_{0}^{1,2}, \mathbb{D}_{1}^{1,2}, \operatorname{Dom}\left(D^{W}\right), \mathbb{D}^{W}, \mathbb{D}^{J}$ and $\mathbb{D}_{j}^{1,2}$, and the Malliavin derivatives.

Denote by $\mathbb{D}^{1,2}$ the set of $\mathcal{F}$-measurable random variables $F \in L^{2}(\mathbb{P})$ with the representation $F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right)$ satisfying

$$
\sum_{n=1}^{\infty} n n!\left\|h_{n}\right\|_{L_{T, q, n}^{2}}^{2}<\infty
$$

The Malliavin derivative $D F: \Omega \times[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ of a random variable $F \in \mathbb{D}^{1,2}$ is a stochastic process defined by

$$
D_{t, z} F=\sum_{n=1}^{\infty} n I_{n-1}\left(h_{n}((t, z), \cdot)\right), \quad \text { valid for } q \text {-a.e. }(t, z) \in[0, T] \times \mathbb{R}, \mathbb{P} \text {-a.s. }
$$

To establish useful calculation formulas for the Mallivin calculus, we shall divide it into two cases; the case of $z=0$ and the case of $z \neq 0$.

If the Brownian motion part exists, that is, $\sigma \neq 0$, we can consider the Malliavin derivative to the Brownian part. The class $\mathbb{D}_{0}^{1,2}$ means the set of $\mathcal{F}$-measurable random variables $F \in L^{2}(\mathbb{P})$ with the representation $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$ satisfying

$$
\sum_{n=1}^{\infty} n n!\int_{0}^{T}\left\|f_{n}(\cdot,(t, 0))\right\|_{L_{T, q, n-1}^{2}}^{2} \sigma^{2} d t<\infty
$$

and we can define

$$
D_{t, 0} F=\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}((t, 0), \cdot)\right), \quad \text { valid for } q \text {-a.e. }(t, 0) \in[0, T] \times\{0\}, \mathbb{P} \text {-a.s. }
$$

for $F \in \mathbb{D}_{0}^{1,2}$.
If there exists the jump part, that is, $v \neq 0, \mathbb{D}_{1}^{1,2}$ is the set of $\mathcal{F}$-measurable random variables $F \in L^{2}(\mathbb{P})$ with the representation $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$ satisfying

$$
\sum_{n=1}^{\infty} n n!\int_{0}^{T} \int_{\mathbb{R}_{0}}\left\|f_{n}(\cdot,(t, z))\right\|_{L_{T, q, n-1}^{2}}^{2} z^{2} v(d z) d t<\infty
$$

Then, we can define, for $F \in \mathbb{D}_{1}^{1,2}$,

$$
D_{t, z} F=\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}((t, z), \cdot)\right), \quad \text { valid for } q \text {-a.e. }(t, z) \in[0, T] \times \mathbb{R}_{0}, \mathbb{P} \text {-a.s. }
$$

In the next two subsubsections, we shall summarize the Malliavin calculus on the Wiener spaces and pure jump Lévy spaces, and the mixtures.

### 2.2.1 Malliavin calculus on the Wiener spaces

We summarize the Malliavin calculus on the Wiener spaces. For $n \in \mathbb{N}$, let $L_{T, \lambda, n}^{2}$ denote the set of product measurable, deterministic functions $h_{n}^{W}:([0, T])^{n} \rightarrow \mathbb{R}$ satisfying

$$
\left\|h_{n}^{W}\right\|_{L_{T, \lambda, n}^{2}}^{2}=\int_{([0, T])^{n}}\left|h_{n}^{W}\left(t_{1}, \ldots, t_{n}\right)\right|^{2} d t_{1} \cdots d t_{n}<\infty .
$$

For $n \in \mathbb{N}$ and $h_{n}^{W} \in L_{T, \lambda, n}^{2}$, we denote

$$
I_{n}^{W}\left(h_{n}\right)=\int_{([0, T])^{n}} h_{n}^{W}\left(t_{1}, \ldots, t_{n}\right) d W_{t_{1}} \cdots d W_{t_{n}}
$$

In this setting, the Malliavin differential operator for the Wiener functionals is defined by

$$
D_{t}^{W} F=\sum_{n=1}^{\infty} n I_{n-1}^{W}\left(f_{n}^{W}(t, \cdot)\right)
$$

$\lambda$-a.e. $t \in[0, T], \mathbb{P}$-a.s., for

$$
F \in \operatorname{Dom}\left(D^{W}\right)=\left\{F=\sum_{n=0}^{\infty} I_{n}^{W}\left(f_{n}^{W}\right) \in L^{2}\left(\mathbb{P}^{W}\right) ; \sum_{n=1}^{\infty} n n!\left\|f_{n}^{W}\right\|_{L_{T, \lambda, n}^{2}}^{2}<\infty\right\}
$$

### 2.2.2 Malliavin calculus for pure jump Lévy processes

We summarize the Malliavin calculus for pure jump Lévy processes. For $n \in \mathbb{N}$, let $L_{T, \lambda \times v, n}^{2}$ denote the set of product measurable, deterministic functions $h_{n}^{J}:([0, T] \times$ $\left.\mathbb{R}_{0}\right)^{n} \rightarrow \mathbb{R}$ satisfying

$$
\left\|h_{n}^{J}\right\|_{L_{T, \lambda \times v, n}^{2}}^{2}=\int_{\left([0, T] \times \mathbb{R}_{0}\right)^{n}}\left|h_{n}^{J}\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right)\right|^{2} d t_{1} v\left(d z_{1}\right) \cdots d t_{n} v\left(d z_{n}\right)<\infty .
$$

Moreover, for $n \in \mathbb{N}$ and $h_{n}^{J} \in L_{T, \lambda \times \nu, n}^{2}$, we denote

$$
I_{n}^{J}\left(h_{n}\right)=\int_{\left([0, T] \times \mathbb{R}_{0}\right)^{n}} h_{n}^{J}\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right) \tilde{N}\left(d t_{1}, d z_{1}\right) \cdots \tilde{N}\left(d t_{n}, d z_{n}\right)
$$

Then, the Malliavin difference operator for pure jump Lévy functionals is defined by

$$
D_{(t, z)}^{J} F=\sum_{n=1}^{\infty} n I_{n-1}^{J}\left(f_{n}^{J}((t, z), \cdot)\right)
$$

$\lambda \times v$-a.e. $(t, z) \in[0, T] \times \mathbb{R}_{0}, \mathbb{P}$-a.s., for

$$
F \in \mathbb{D}_{J}^{1,2}=\left\{F=\sum_{n=0}^{\infty} I_{n}^{J}\left(f_{n}^{J}\right) \in L^{2}\left(\mathbb{P}^{J}\right) ; \sum_{n=1}^{\infty} n n!\left\|f_{n}^{J}\right\|_{L_{T, \lambda \times v, n}^{2}}^{2}<\infty\right\}
$$

### 2.2.3 The increment quotient operator for Lévy functionals

We next consider the increment quotient operator for Lévy functionals defined by [24]. Let $F$ be a random variable on $\Omega_{W} \times \Omega_{J}$. Then we define the increment quotient operator

$$
\Psi_{t, z} F=\frac{F\left(\omega_{W}, \omega_{J}^{t, z}\right)-F\left(\omega_{W}, \omega_{J}\right)}{z}, \quad z \neq 0,
$$

where $\omega_{J}^{t, z}$ transforms a family $\omega_{J}=\left(\left(t_{1}, z_{1}\right),\left(t_{2}, z_{2}\right), \ldots\right) \in \Omega_{J}$ into a new family $\omega_{J}^{t, z}=\left((t, z),\left(t_{1}, z_{1}\right),\left(t_{2}, z_{2}\right), \ldots\right) \in \Omega_{J}$, by adding a jump of size $z$ at time $t$ into the trajectory.

### 2.3 Related formulas

In this subsection, we introduce calculation formulas for the Malliavin calculus for the Lévy processes. To this end, we first define the following classes:

$$
\mathbb{D}^{W}=\left\{F \in L^{2}(\mathbb{P}) ; F\left(\cdot, \omega_{J}\right) \in \operatorname{Dom}\left(D^{W}\right) \text { for } \mathbb{P}^{N} \text {-a.e. } \omega_{J} \in \Omega_{J}\right\}
$$

and

$$
\mathbb{D}^{J}=\left\{F \in L^{2}(\mathbb{P}) ; \mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|\Psi_{t, z} F\right|^{2} z^{2} v(d z) d t\right]<\infty\right\}
$$

With the preceding settings, thanks to Propositions 2.6.1-2.6.2 in [10], the result of Section 3.3 in [1], Proposition 5.5, Remark 2.2 in [24], and the definitions of the Malliavin operators for the Wiener and pure jump Lévy functionals, we can derive the following formulas.
Proposition 2.1. $\mathbb{D}^{1,2}$ is equal to $\mathbb{D}^{W} \cap \mathbb{D}^{J}$, and the following formulas hold.
(1) Let $F \in \mathbb{D}^{W}$. Then $F \in \mathbb{D}_{0}^{1,2}$ and

$$
D_{t, 0} F=\mathbb{1}_{\{\sigma>0\}} \sigma^{-1} D_{t}^{W} F\left(\cdot, \omega_{J}\right)\left(\omega_{W}\right)
$$

holds for $q$-a.e. $(t, z) \in[0, T] \times\{0\}, \mathbb{P}$-a.s.
(2) If $F \in \mathbb{D}^{J}$, then $F \in \mathbb{D}_{1}^{1,2}$ and $D_{t, z} F=\Psi_{t, z} F$ for $q$-a.e. $(t, z) \in[0, T] \times$ $\mathbb{R}_{0}, \mathbb{P}$-a.s.
(3) In the case $\sigma=0, v \neq 0$, we have $\mathbb{D}^{1,2}=\mathbb{D}_{J}^{1,2}$ and $D_{(t, z)}^{J} F=z D_{t, z} F$ for $q$-a.e. $(t, z) \in[0, T] \times \mathbb{R}_{0}, \mathbb{P}$-a.s.
(4) When $\sigma \neq 0, v=0$, one has $\mathbb{D}^{1,2}=\operatorname{Dom}\left(D^{W}\right)$ and $D_{t}^{W} F=\sigma D_{t, 0} F$ for q-a.e. $(t, z) \in[0, T] \times\{0\}, \mathbb{P}$-a.s.
Remark 2.2. Let $F \in \mathbb{D}^{1,2}$ be such that $F>0$ with probability one. Then, $F+$ $z D_{t, z} F>0$ for $(t, z) \in[0, T] \times \mathbb{R}_{0}, q \times \mathbb{P}$-a.e. Indeed, Proposition 2.1 (2) implies that

$$
\begin{aligned}
F+z D_{t, z} F & =F+z \Psi_{t, z} F \\
& =F+z \frac{F\left(\omega_{W}, \omega_{J}^{t, z}\right)-F\left(\omega_{W}, \omega_{J}\right)}{z} \\
& =F+F\left(\omega_{W}, \omega_{J}^{t, z}\right)-F\left(\omega_{W}, \omega_{J}\right)=F\left(\omega_{W}, \omega_{J}^{t, z}\right)>0, \quad z \neq 0
\end{aligned}
$$

because $F>0$ a.s.
The Malliavin derivative satisfies the following chain rule (see [29] and [28]).
Proposition 2.3 (Chain rule). Let $\varphi \in C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$ and $F=\left(F_{1}, \ldots, F_{n}\right)$, where $F_{1}, \ldots, F_{n} \in \mathbb{D}^{1,2}$. Assume further that $\varphi(F) \in L^{2}(\mathbb{P})$ and

$$
\sum_{k=1}^{n} \frac{\partial}{\partial x_{k}} \varphi(F) D_{t, 0} F_{k} \mathbb{1}_{\{0\}}(z)
$$

$$
+\frac{\varphi\left(F_{1}+z D_{t, z} F_{1}, \ldots, F_{n}+z D_{t, z} F_{n}\right)-\varphi\left(F_{1}, \ldots, F_{n}\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z) \in L^{2}(q \times \mathbb{P}) .
$$

Then, we obtain $\varphi(F) \in \mathbb{D}^{1,2}$ and

$$
\begin{aligned}
D_{t, z} \varphi(F)= & \sum_{k=1}^{n} \frac{\partial \varphi}{\partial x_{k}}(F) D_{t, 0} F_{k} \mathbb{1}_{\{0\}}(z) \\
& +\frac{\varphi\left(F_{1}+z D_{t, z} F_{1}, \ldots, F_{n}+z D_{t, z} F_{n}\right)-\varphi\left(F_{1}, \ldots, F_{n}\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z)
\end{aligned}
$$

We next present an explicit form of the martingale representation formula based on the Malliavin calculus (see, e.g., Theorem 3.5.2 in [10] and Theorem 10 in [25]). This is a key formula for the main theorem.
Proposition 2.4 (Clark-Ocone type formula for canonical Lévy functionals).

$$
\begin{aligned}
F & =\mathbb{E}[F]+\int_{[0, T] \times \mathbb{R}} \mathbb{E}\left[D_{t, z} F \mid \mathcal{F}_{t-}\right] Q(d t, d z) \\
& =\mathbb{E}[F]+\sigma \int_{0}^{T} \mathbb{E}\left[D_{t, 0} F \mid \mathcal{F}_{t-}\right] d W_{t}+\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[D_{t, z} F \mid \mathcal{F}_{t-}\right] z \tilde{N}(d t, d z)
\end{aligned}
$$

holds for all $F \in \mathbb{D}^{1,2}$.
By Proposition 2.4, we can derive the following Poincaré inequality.
Proposition 2.5 (Poincaré inequality). For $F \in \mathbb{D}^{1,2}$, one has

$$
\mathbb{E}\left[(F-\mathbb{E}[F])^{2}\right] \leq \mathbb{E}\left[\int_{[0, T] \times \mathbb{R}}\left|D_{t, z} F\right|^{2} q(d t, d z)\right]
$$

Proof. Proposition 2.4 implies that

$$
\begin{aligned}
\mathbb{E}\left[(F-\mathbb{E}[F])^{2}\right] & =\mathbb{E}\left[\left(\int_{[0, T] \times \mathbb{R}} \mathbb{E}\left[D_{t, z} F \mid \mathcal{F}_{t-}\right] Q(d t, d z)\right)^{2}\right] \\
& =\mathbb{E}\left[\int_{[0, T] \times \mathbb{R}}\left(\mathbb{E}\left[D_{t, z} F \mid \mathcal{F}_{t-}\right]\right)^{2} q(d t, d z)\right] \\
& \leq \mathbb{E}\left[\int_{[0, T] \times \mathbb{R}}\left|D_{t, z} F\right|^{2} q(d t, d z)\right]
\end{aligned}
$$

by the Itô isometry and Jensen's inequality.

## $3 \boldsymbol{\Phi}$-entropy and a modified $\boldsymbol{\Phi}$-Sobolev inequality for canonical Lévy processes

To derive a modified $\Phi$-Sobolev inequality for canonical Lévy processes, we first introduce the following class of functions, as introduced in the work by Chafaï in [7].
Definition 3.1. We denote by $\mathscr{C}$ the space of functions $\Phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ satisfying the following three properties:
(1) $\Phi$ is convex and continuous,
(2) $\Phi$ is twice differentiable on $(0, \infty)$,
(3) $\Phi$ is either affine or $\Phi^{\prime \prime}$ is strictly positive, and $1 / \Phi^{\prime \prime}$ is concave.

Typical examples of functions belonging to $\mathscr{C}$ are $\Phi_{\log }(x)=x \log x, x \in \mathbb{R}_{+}$, and $\Phi_{r}(x)=x^{2 / r}, r \in(1,2), x \in \mathbb{R}_{+}$. We next define the $\Phi$-entropy.
Definition 3.2 ( $\Phi$-entropy). For $\Phi \in \mathscr{C}$, the $\Phi$-entropy of a random variable $F$ is defined as

$$
\operatorname{Ent}_{\Phi}(F)=\mathbb{E}[\Phi(F)]-\Phi(\mathbb{E}[F])
$$

In particular, the classical entropy

$$
\operatorname{Ent}_{\Phi_{\log }}[F]=\mathbb{E}[F \log F]-\mathbb{E}[F] \log \mathbb{E}[F]
$$

of $F$ is recovered by taking $\Phi(x)=\Phi_{\log }(x), x \in \mathbb{R}_{+}$.
Based on the previous preparation, we derive the following theorem.
Theorem 3.3. Let $F \in \mathbb{D}^{1,2}$ be such that $F>0$ with probability one. Then,

$$
\begin{aligned}
\operatorname{Ent}_{\Phi}(F) \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \Phi^{\prime \prime}(F)\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z} \Phi(F)-\Phi^{\prime}(F) \Psi_{t, z} F\right) z v(d z) d t\right]
\end{aligned}
$$

holds for $\Phi \in \mathscr{C}$.
Proof. First, note that by a standard approximation argument, we can assume that there exist finite constants $\varepsilon, \eta$ such that $0<\varepsilon<F<\eta$ with probability one. In this way, classical measure-theoretical results justify all computations appearing below, involving, particularly, exchanging derivations and expectations. Moreover, note that $F$ is $\mathcal{F}_{T-\text {-measurable. }}$

Propositions 2.1 and 2.4 imply that

$$
\begin{align*}
F & =\mathbb{E}[F]+\sigma \int_{0}^{T} \mathbb{E}\left[D_{t, 0} F \mid \mathcal{F}_{t-}\right] d W_{t}+\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[D_{t, z} F \mid \mathcal{F}_{t-}\right] z \tilde{N}(d t, d z) \\
& =\mathbb{E}[F]+\sigma \int_{0}^{T} \mathbb{E}\left[D_{t, 0} F \mid \mathcal{F}_{t-}\right] d W_{t}+\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[\Psi_{t, z} F \mid \mathcal{F}_{t-}\right] z \tilde{N}(d t, d z) . \tag{3.1}
\end{align*}
$$

Denoting $U_{t}=\mathbb{E}\left[F \mid \mathcal{F}_{t-}\right], \zeta_{t}=\mathbb{E}\left[D_{t, 0} F \mid \mathcal{F}_{t-}\right]$ and $\xi_{t, z}=\mathbb{E}\left[z \Psi_{t, z} F \mid \mathcal{F}_{t-}\right]$, we have

$$
\begin{aligned}
\Phi(F)-\Phi(\mathbb{E}[F])= & \sigma \int_{0}^{T} \Phi^{\prime}\left(U_{t}\right) \zeta_{t} d W_{t}+\frac{1}{2} \sigma^{2} \int_{0}^{T} \Phi^{\prime \prime}\left(U_{t}\right) \zeta_{t}^{2} d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}}\left\{\Phi\left(U_{t}+\xi_{t, z}\right)-\Phi\left(U_{t}\right)-\Phi^{\prime}\left(U_{t}\right) \xi_{t, z}\right\} v(d z) d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}}\left\{\Phi\left(U_{t}+\xi_{t, z}\right)-\Phi\left(U_{t}\right)\right\} \tilde{N}(d t, d z)
\end{aligned}
$$

by the Itô formula (see, e.g., Theorem 9.4 in [12]) and (3.1). Hence, we obtain

$$
\begin{aligned}
\mathbb{E} & {[\Phi(F)]-\Phi(\mathbb{E}[F]) } \\
= & \frac{1}{2} \sigma^{2} \int_{0}^{T} \mathbb{E}\left[\Phi^{\prime \prime}\left(U_{t}\right) \zeta_{t}^{2}\right] d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[\left\{\Phi\left(U_{t}+\xi_{t, z}\right)-\Phi\left(U_{t}\right)-\Phi^{\prime}\left(U_{t}\right) \xi_{t, z}\right]\right] \nu(d z) d t \\
= & \frac{1}{2} \sigma^{2} \int_{0}^{T} \mathbb{E}\left[\widetilde{\Phi}_{1}\left(U_{t}, \zeta_{t}\right)\right] d t+\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[\widetilde{\Phi}_{2}\left(U_{t}, \xi_{t, z}\right)\right] \nu(d z) d t
\end{aligned}
$$

where

$$
\widetilde{\Phi}_{1}(x, y)=\Phi^{\prime \prime}(x) y^{2}, \quad x \in \mathbb{R}_{+}, y \in \mathbb{R}
$$

and

$$
\widetilde{\Phi}_{2}(x, y)=\Phi(x+y)-\Phi(x)-\Phi^{\prime}(x) y, \quad x, y \in \mathbb{R}_{+}
$$

(1) Since $\Phi \in \mathscr{C}, \widetilde{\Phi}_{1}$ is convex on $\left\{(x, y) \in \mathbb{R}_{+} \times \mathbb{R}\right\}$ from [7]. Thus, using Jensen's inequality, we see that $\mathbb{P}$-almost surely and for $d t$-almost all $t \in[0, T]$,

$$
\widetilde{\Phi}_{1}\left(U_{t}, \zeta_{t}\right)=\widetilde{\Phi}_{1}\left(\mathbb{E}\left[F \mid \mathcal{F}_{t-}\right], \mathbb{E}\left[D_{t, 0} F \mid \mathcal{F}_{t-}\right]\right) \leq \mathbb{E}\left[\widetilde{\Phi}_{1}\left(F, D_{t, 0} F\right) \mid \mathcal{F}_{t-}\right]
$$

(2) From [7], for $\Phi \in \mathscr{C}$, the function $\widetilde{\Phi}_{2}$ is convex on $\left\{(x, y) \in \mathbb{R}_{+} \times \mathbb{R}_{+}\right.$: $x+y>0\}$. Hence, using Jensen's inequality, we see that $\mathbb{P}$-almost surely and for $v(d z) d t$-almost all $(t, z) \in[0, T] \times \mathbb{R}_{0}$,

$$
\widetilde{\Phi}_{2}\left(U_{t}, \xi_{t, z}\right)=\widetilde{\Phi}_{2}\left(\mathbb{E}\left[F \mid \mathcal{F}_{t-}\right], \mathbb{E}\left[z \Psi_{t, z} F \mid \mathcal{F}_{t-}\right]\right) \leq \mathbb{E}\left[\widetilde{\Phi}_{2}\left(F, z \Psi_{t, z} F\right) \mid \mathcal{F}_{t-}\right]
$$

As a consequence, we conclude that

$$
\begin{aligned}
\operatorname{Ent}_{\Phi}(F)= & \mathbb{E}[\Phi(F)]-\Phi(\mathbb{E}[F]) \\
\leq & \frac{1}{2} \sigma^{2} \int_{0}^{T} \mathbb{E}\left[\mathbb{E}\left[\widetilde{\Phi}_{1}\left(F, D_{t, 0} F\right) \mid \mathcal{F}_{t-}\right] d t\right. \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[\mathbb{E}\left[\widetilde{\Phi}_{2}\left(F, z \Psi_{t, z} F\right) \mid \mathcal{F}_{t-}\right]\right] \nu(d z) d t \\
= & \frac{1}{2} \sigma^{2} \int_{0}^{T} \mathbb{E}\left[\widetilde{\Phi}_{1}\left(F, D_{t, 0} F\right)\right] d t+\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathbb{E}\left[\widetilde{\Phi}_{2}\left(F, z \Psi_{t, z} F\right)\right] \nu(d z) d t \\
= & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \Phi^{\prime \prime}(F)\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Phi\left(F+z \Psi_{t, z} F\right)-\Phi(F)-z \Phi^{\prime}(F) \Psi_{t, z} F\right) \nu(d z) d t\right] \\
= & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \Phi^{\prime \prime}(F)\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z} \Phi(F)-\Phi^{\prime}(F) \Psi_{t, z} F\right) z v(d z) d t\right],
\end{aligned}
$$

where we use

$$
\Psi_{t, z} \Phi(F)=\frac{\Phi\left(F+z \Psi_{t, z} F\right)-\Phi(F)}{z}, \quad(t, z) \in[0, T] \times \mathbb{R}_{0}
$$

Remark 3.4. By using Theorem 3.3, we shall derive a modified log-Sobolev inequality and a Poincaré type inequality for $L^{2}$-canonical Lévy processes.
(1) Let $F \in \mathbb{D}^{1,2}$ be such that $F>0$ with probability one and take $\Phi(x)=x \log x$, $x>0$. Then, we obtain that

$$
\begin{aligned}
\operatorname{Ent}_{\Phi_{\log }}[F] \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \frac{1}{F}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z}(F \log F)-(\log F+1) \Psi_{t, z} F\right) z v(d z) d t\right]
\end{aligned}
$$

holds. This is a modified log-Sobolev inequality for $L^{2}$-canonical Lévy processes.
(2) Taking $F \in \mathbb{D}^{1,2}$ such that $F>0$ with probability one and $\Phi(x)=x^{2}, x \in \mathbb{R}$, we have

$$
\begin{aligned}
\operatorname{Var}[F] \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} 2\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z} F^{2}-2 F \Psi_{t, z} F\right) z v(d z) d t\right] \\
= & \sigma^{2} \mathbb{E}\left[\int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(2 F \Psi_{t, z} F+z\left(\Psi_{t, z} F\right)^{2}-2 F \Psi_{t, z} F\right) z v(d z) d t\right] \\
= & \mathbb{E}\left[\int_{0}^{T}\left|D_{t, 0} F\right|^{2} \sigma^{2} d t+\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z} F\right)^{2} z^{2} v(d z) d t\right] \\
= & \mathbb{E}\left[\int_{0}^{T}\left|D_{t, 0} F\right|^{2} \sigma^{2} d t+\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(D_{t, z} F\right)^{2} z^{2} v(d z) d t\right] \\
= & \mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(D_{t, z} F\right)^{2} q(d t, d z)\right],
\end{aligned}
$$

since $\Phi^{\prime}(x)=2 x, \Phi^{\prime \prime}(x)=2, \Psi_{t, z} F^{2}=2 F \Psi_{t, z} F+z\left(\Psi_{t, z} F\right)^{2}$ and $\Psi_{t, z} F=$ $D_{t, z} F$ for $F \in \mathbb{D}^{1,2}$ hold. This is a Poincaré type inequality for $L^{2}$-canonical Lévy processes.

Theorem 3.3 and Proposition 2.1 imply the following result immediately.
Corollary 3.5. Let $F \in \mathbb{D}^{1,2}$ be such that $F>0$ with probability one. Then, under the assumption, we obtain the following:
(1) If $\sigma \neq 0$ and $v=0$, then

$$
\operatorname{Ent}_{\Phi}(F) \leq \frac{1}{2} \mathbb{E}\left[\int_{0}^{T} \Phi^{\prime \prime}(F)\left|D_{t}^{W} F\right|^{2} d t\right]
$$

This is a $\Phi$-Sobolev inequality for the Wiener functionals.
(2) If $\sigma=0$ and $\nu \neq 0$, then

$$
\operatorname{Ent}_{\Phi}(F) \leq \mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(D_{(t, z)}^{J} \Phi(F)-\Phi^{\prime}(F) D_{(t, z)}^{J} F\right) v(d z) d t\right]
$$

This is a Chafaï type $\Phi$-Sobolev inequality for pure jump Lévy functionals.
We can also derive the following.
Corollary 3.6. Fix $r \in(1,2)$ and let $F \in \mathbb{D}^{1,2}$ be such that $F>0$ with probability one. Then

$$
\begin{aligned}
\operatorname{Ent}_{\Phi_{r}}(F) \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \frac{2}{r}\left(\frac{2}{r}-1\right) F^{\frac{2}{r}-2}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z}(F)^{\frac{2}{r}}-\frac{2}{r} F^{\frac{2}{r}-1} \Psi_{t, z} F\right) z v(d z) d t\right]
\end{aligned}
$$

Proof. This is a direct consequence of Theorem 3.3 with $\Phi=\Phi_{r}$, since $\Phi_{r}^{\prime}(x)=$ $\frac{2}{r} x^{\frac{2}{r}-1}$ and $\Phi_{r}^{\prime \prime}(x)=\frac{2}{r}\left(\frac{2}{r}-1\right) x^{\frac{2}{r}-2}$.

From the same sort of arguments as in [15], we obtain the following:
(1) As $r \rightarrow 1$, we have

$$
\operatorname{Var}[F] \leq \mathbb{E}\left[\int_{[0, T] \times \mathbb{R}}\left(D_{t, z} F\right)^{2} q(d t, d z)\right]
$$

(2) As $r \rightarrow 2$, we have

$$
\begin{aligned}
\operatorname{Ent}_{\Phi_{\log }}(F) \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \frac{1}{F}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\Psi_{t, z}(F \log F)-(\log F+1) \Psi_{t, z} F\right) z v(d z) d t\right]
\end{aligned}
$$

To show Theorem 4.1, we also derive the following.
Corollary 3.7. If $F \in \mathbb{D}^{1,2}$ satisfies:
(1) $e^{F} \in L^{2}(\mathbb{P})$,

$$
\begin{equation*}
e^{F} D_{t, z} F \mathbb{1}_{\{0\}}(z)+\frac{e^{F}\left(e^{z D_{t, z} F}-1\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z) \in L^{2}(q \times \mathbb{P}) \tag{2}
\end{equation*}
$$

(3) $F e^{F} \in L^{2}(\mathbb{P})$,
(4)

$$
\frac{e^{F}\left(F e^{z D_{t, z} F}+z D_{t, z} F \cdot F e^{z D_{t, z} F}-F\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z) \in L^{2}(q \times \mathbb{P}),
$$

then,

$$
\begin{align*}
\operatorname{Ent}_{\Phi_{\log }}\left[e^{F}\right] \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} e^{F}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}} e^{F}\left(z D_{t, z} F \cdot e^{z D_{t, z} F}-e^{z D_{t, z} F}+1\right) \nu(d z) d t\right] \tag{3.2}
\end{align*}
$$

holds.
Proof. From the assumptions (1), (2) and $F \in \mathbb{D}^{1,2}$, Proposition 2.3 implies that $e^{F} \in \mathbb{D}^{1,2}$ and

$$
\begin{equation*}
D_{t, z} e^{F}=e^{F} D_{t, 0} F \mathbb{1}_{\{0\}}(z)+\frac{e^{F}\left(e^{z D_{t, z} F}-1\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z) \tag{3.3}
\end{equation*}
$$

Since $e^{F}>0$, Theorem 3.3 shows that

$$
\begin{align*}
& \operatorname{Ent}_{\Phi_{\log }}\left[e^{F}\right]  \tag{3.4}\\
& \leq \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} \frac{1}{e^{F}}\left|D_{t, 0} e^{F}\right|^{2} d t\right] \\
&+\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left\{D_{t, z}\left(F e^{F}\right)-(F+1) D_{t, z} e^{F}\right\} z v(d z) d t\right] \\
&= \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} e^{F}\left|D_{t, 0} F\right|^{2} d t\right] \\
&+\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left\{z D_{t, z}\left(F e^{F}\right)-(F+1) e^{F}\left(e^{z D_{t, z} F}-1\right)\right\} v(d z) d t\right] \\
&= \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} e^{F}\left|D_{t, 0} F\right|^{2} d t\right] \\
&+\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}\left\{z D_{t, z}\left(F e^{F}\right)-e^{F}\left[F e^{z D_{t, z} F}-F+e^{z D_{t, z} F}-1\right]\right\} v(d z) d t\right] \tag{3.5}
\end{align*}
$$

where we use (3.3). We next calculate $z D_{t, z}\left(F e^{F}\right)$. From assumptions (3) and (4), Proposition 2.3 implies that

$$
\begin{align*}
z D_{t, z}\left(F e^{F}\right) & =\left(F+z D_{t, z} F\right) e^{F+z D_{t, z} F}-F e^{F} \\
& =e^{F}\left\{\left(F+z D_{t, z} F\right) e^{z D_{t, z} F}-F\right\} \\
& =e^{F}\left\{F e^{z D_{t, z} F}+z D_{t, z} F e^{z D_{t, z} F}-F\right\} . \tag{3.6}
\end{align*}
$$

Hence, combining (3.4) with (3.6), we have

$$
\begin{aligned}
\operatorname{Ent}_{\Phi_{\log }}\left[e^{F}\right] \leq & \frac{1}{2} \sigma^{2} \mathbb{E}\left[\int_{0}^{T} e^{F}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}} e^{F}\left(z D_{t, z} F \cdot e^{z D_{t, z} F}-e^{z D_{t, z} F}+1\right) \nu(d z) d t\right]
\end{aligned}
$$

## 4 Some applications to concentration inequalities

In this section, from Corollary 3.7, we shall derive some concentration inequalities by following the Herbst method.
Theorem 4.1. Let $F \in \mathbb{D}^{1,2}$ be such that

$$
\begin{align*}
& z D_{t, z} F \leq \beta \in(0, \infty), q \otimes \mathbb{P} \text {-a.e., } \\
& \sigma^{2} \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t \leq \alpha^{2}<\infty, \mathbb{P} \text {-a.e., } \\
& \text { and } \int_{[0, T] \times \mathbb{R}_{0}}\left|D_{t, z} F\right|^{2} z^{2} v(d z) d t \leq \gamma^{2}<\infty, \mathbb{P} \text {-a.e. } \tag{4.1}
\end{align*}
$$

Then, we have

$$
\begin{align*}
& \mathbb{P}(F-\mathbb{E}[F]>r) \\
& \leq \exp \left[-\sup _{\lambda>0}\left\{\lambda r-\frac{\alpha^{2} \lambda^{2}}{2}-\frac{\gamma^{2}}{\beta^{2}}\left(e^{\lambda \beta}-\lambda \beta-1\right)\right\}\right]  \tag{4.2}\\
& =\exp \left[-\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right)\right. \\
&  \tag{4.3}\\
& \left.\quad+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right]
\end{align*}
$$

for all $r>0$, where $\mathcal{W}$ is the principal branch of the Lambert $W$-function on $\left(-e^{-1}, \infty\right)$. The Lambert $W$-function $\mathcal{W}(x)$ represents the solutions $y$ of the equation ye ${ }^{y}=x$ for any complex number $x$ (see [8]).

Further, assuming $z D_{t, z} F \leq 0, q \otimes \mathbb{P}$-a.e., we have

$$
\begin{equation*}
\mathbb{P}(F-\mathbb{E}[F]>r) \leq \exp \left[-\frac{r^{2}}{2\left(\alpha^{2}+\gamma^{2}\right)}\right] \tag{4.4}
\end{equation*}
$$

for all $r>0$.
Proof. When $\beta$ decreases to zero, the inequality (4.3) becomes

$$
\begin{aligned}
\mathbb{P}(F-\mathbb{E}[F]>r) & \leq \exp \left[-\sup _{\lambda>0}\left\{\lambda r-\frac{\alpha^{2}+\gamma^{2}}{2} \lambda^{2}\right\}\right] \\
& =\exp \left[-\frac{r^{2}}{2\left(\alpha^{2}+\gamma^{2}\right)}\right]
\end{aligned}
$$

for all $r>0$. Hence, we obtain (4.4).
Assume at first that $F$ is bounded. Applying (3.2) to $e^{\lambda F}, \lambda>0$, we have

$$
\begin{align*}
\operatorname{Ent}_{\Phi_{\log }}\left[e^{\lambda F}\right] \leq & \frac{1}{2} \sigma^{2} \lambda^{2} \mathbb{E}\left[e^{\lambda F} \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}} e^{\lambda F}\left(\lambda z D_{t, z} F \cdot e^{\lambda z D_{t, z} F}-e^{\lambda z D_{t, z} F}+1\right) v(d z) d t\right] \\
\leq & \frac{1}{2} \lambda^{2} \alpha^{2} \mathbb{E}\left[e^{\lambda F}\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}} e^{\lambda F}\left(\lambda z D_{t, z} F \cdot e^{\lambda z D_{t, z} F}-e^{\lambda z D_{t, z} F}+1\right) v(d z) d t\right] \tag{4.5}
\end{align*}
$$

Let $g(x)=x e^{x}-e^{x}+1$. Then, $g(-x) \leq \frac{1}{2} x^{2}$ for all $x \geq 0, \frac{g(x)}{x^{2}}$ is increasing for $x>0$ and $\lim _{x \rightarrow 0+} \frac{g(x)}{x^{2}}=\frac{1}{2}$. Hence, we have $g(x) \leq\left(g(\lambda \beta) / \lambda^{2} \beta^{2}\right) x^{2}$ for all $-\infty<x \leq \lambda \beta(>0)$ and

$$
\begin{equation*}
g\left(\lambda z D_{t, z} F\right) \leq g(\lambda \beta) \frac{1}{\beta^{2}}\left(z D_{t, z} F\right)^{2} \tag{4.6}
\end{equation*}
$$

Thus, combining (4.5) with (4.6), we get

$$
\begin{align*}
\operatorname{Ent}_{\Phi_{\log }}\left[e^{\lambda F}\right] & \leq \frac{1}{2} \lambda^{2} \alpha^{2} \mathbb{E}\left[e^{\lambda F}\right]+\frac{g(\lambda \beta)}{\beta^{2}} \mathbb{E}\left[e^{\lambda F} \int_{0}^{T} \int_{\mathbb{R}_{0}}\left(z D_{t, z} F\right)^{2} v(d z) d t\right] \\
& \leq\left[\frac{1}{2} \alpha^{2} \lambda^{2}+\frac{g(\lambda \beta)}{\beta^{2}} \gamma^{2}\right] \mathbb{E}\left[e^{\lambda F}\right] . \tag{4.7}
\end{align*}
$$

Let $H(\lambda)=\lambda^{-1} \log \mathbb{E}\left[e^{\lambda F}\right]$. Then, we have $H(0+)=\mathbb{E}[F]$ and

$$
H^{\prime}(\lambda)=\frac{\operatorname{Ent}_{\Phi_{\log }}\left[e^{\lambda F}\right]}{\lambda^{2} \mathbb{E}\left[e^{\lambda F}\right]} \leq \frac{\alpha^{2}}{2}+\frac{g(\lambda \beta)}{\beta^{2} \lambda^{2}} \gamma^{2} .
$$

Whence

$$
\begin{aligned}
H(\lambda) & \leq \mathbb{E}[F]+\frac{\alpha^{2} \lambda}{2}+\frac{\gamma^{2}}{\beta^{2}} \int_{0}^{\lambda} \frac{u \beta e^{u \beta}-e^{u \beta}+1}{u^{2}} d u \\
& =\mathbb{E}[F]+\frac{\alpha^{2} \lambda}{2}+\frac{\gamma^{2}}{\beta^{2}} \frac{e^{\lambda \beta}-\lambda \beta-1}{\lambda}
\end{aligned}
$$

In other words, we obtain

$$
\begin{equation*}
\mathbb{E}\left[e^{\lambda F}\right] \leq \exp \left[\lambda \mathbb{E}[F]+\frac{\alpha^{2} \lambda^{2}}{2}+\frac{\gamma^{2}}{\beta^{2}}\left(e^{\lambda \beta}-\lambda \beta-1\right)\right] \tag{4.8}
\end{equation*}
$$

Hence, Chebychev's inequality implies that

$$
\begin{align*}
& \mathbb{P}[F-\mathbb{E}[F]>r] \\
& \leq \inf _{\lambda>0} e^{-\lambda r} \mathbb{E}\left[e^{\lambda(F-\mathbb{E}[F])}\right] \\
& \leq \exp {\left[-\sup _{\lambda>0}\left\{\lambda r-\frac{\alpha^{2} \lambda^{2}}{2}-\frac{\gamma^{2}}{\beta^{2}}\left(e^{\lambda \beta}-\lambda \beta-1\right)\right\}\right] } \\
&=\exp [ -\left\{r \frac{\gamma^{2}+\beta r-\alpha^{2} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)}{\alpha^{2} \beta}\right. \\
&\left.\left.\quad-\frac{\left(\gamma^{2}+\beta r-\alpha^{2} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right)\right)^{2}\right.}{2 \alpha^{2} \beta^{2}}\right\}\right] \\
& \times \exp \left[\frac { \gamma ^ { 2 } } { \beta ^ { 2 } } \left(\exp \left\{\frac{\gamma^{2}+\beta r-\alpha^{2} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)}{\alpha^{2}}\right\}\right.\right. \\
&\left.\left.\quad-\frac{\gamma^{2}+\beta r-\alpha^{2} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)}{\alpha^{2}}-1\right)\right] \\
&=\exp [ -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right)+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2} \\
&\left.+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right] \\
&=: d(\alpha, \beta, \gamma, r), \tag{4.9}
\end{align*}
$$

where $\mathcal{W}$ is the Lambert W -Function. Hence, (4.2) is shown in the bounded case.
In the unbounded case, we can apply a similar argument as in the proof of Proposition 3.1 in [31]. Let $F_{N}=[(-N) \vee F] \wedge N$. It satisfies (4.1) again. By Proposition 2.5 , if $\lim _{k \rightarrow \infty} \mathbb{E}\left[F_{N_{k}}\right]= \pm \infty$ for some subsequence $\left(N_{k}\right)$ tending to infinity, then $F_{N_{k}} \rightarrow \pm \infty$ in probability $\mathbb{P}$. This is in contradiction to $F_{N} \rightarrow F \in L^{0}(\mathbb{P})$ in probability. Consequently, $\left\{\mathbb{E}\left[F_{N}\right] ; N \geq 1\right\}$ is bounded. From condition (4.2) and Proposition 4.1 again, $\left\{\mathbb{E}\left[F_{N}^{2}\right] ; N \geq 1\right\}$ is bounded, too. Thus $\left\{F_{n} ; N \geq 1\right\}$ is uniformly integrable, and then $\mathbb{E}[|F|]<+\infty$ and $\mathbb{E}\left[\left|F_{N}-F\right|\right] \rightarrow 0$. Therefore,

$$
\mathbb{P}(F-\mathbb{E}[F]>r) \leq \liminf _{N \rightarrow \infty} \mathbb{P}\left(F_{N}-\mathbb{E}\left[F_{N}\right]>r\right) \leq d(\alpha, \beta, \gamma, r) .
$$

The proof is concluded.
Remark 4.2. For $A, B, C, r>0$ and the Lambert W -function $\mathcal{W}$, we can show that $\mathcal{W}\left(C e^{A+B r}\right)=B r-\log (B r)+A+\log C+o\left(r^{-1+\varepsilon}\right)$ as $r \rightarrow+\infty$ for some $\varepsilon>0$ holds (note that in the case $r=\frac{e^{A}}{B}>0$, we obtain $\mathcal{W}\left(C e^{A+B r}\right)=B r-\log (B r)+$ $A+\log C)$ since we know the following asymptotic behavior of $\mathcal{W}(r)(p p .25-26$ in [9]):

$$
\mathcal{W}(r)=\log (r)-\log \log (r)+O\left(\frac{\log \log r}{r}\right) \quad \text { as } r \rightarrow \infty
$$

Therefore, (4.3) in Theorem 4.1 can be rewritten as

$$
\begin{align*}
\mathbb{P}[F-\mathbb{E} & {[F]>r] } \\
\leq \exp [ & -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
& \left.+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right] \\
=\exp [ & -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
& +\frac{\alpha^{2}}{2 \beta^{2}}\left(\frac{\beta}{\alpha^{2}} r-\log \left(\frac{\beta}{\alpha^{2}} r\right)+\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right)^{2} \\
+ & \left.\frac{\alpha^{2}}{\beta^{2}}\left(\frac{\beta}{\alpha^{2}} r-\log \left(\frac{\beta}{\alpha^{2}} r\right)+\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right)+o\left(r^{-1+\varepsilon}\right)\right] \\
=\exp [ & -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
& \left.+\frac{\alpha^{2}}{2 \beta^{2}}\left(\frac{\beta^{2}}{\alpha^{4}} r^{2}-2 \frac{\beta}{\alpha^{2}}\left(\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right) r+2\left(\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right) \log \left(\frac{\beta}{\alpha^{2}} r\right)\right)^{2}-2 \frac{\beta}{\alpha^{2}} r \log \left(\frac{\beta}{\alpha^{2}} r\right)+\left(\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right)^{2}\right) \\
& \left.+\frac{\alpha^{2}}{\beta^{2}}\left(\frac{\beta}{\alpha^{2}} r-\log \left(\frac{\beta}{\alpha^{2}} r\right)+\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right)+o\left(r^{-1+\varepsilon}\right)\right] \\
=\exp [ & -\left\{\frac{2 \gamma^{2}}{\alpha^{2} \beta}+\frac{1}{\beta}\left(\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)-1\right)\right\} r \\
& +\frac{\alpha^{2}}{\beta^{2}}\left\{\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)-\frac{\beta}{\alpha^{2}} r-1+\frac{1}{2} \log \left(\frac{\beta}{\alpha^{2}} r\right)\right\} \log \left(\frac{\beta}{\alpha^{2}} r\right) \\
+ & \left.\frac{\alpha^{2}}{\beta^{2}}\left\{\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)+\frac{1}{2}\left(\frac{\gamma^{2}}{\alpha^{2}}+\log \left(\frac{\gamma^{2}}{\alpha^{2}}\right)\right)^{2}\right\}-\frac{\gamma^{4}}{2 \alpha^{2} \beta^{2}}+o\left(r^{-1+\varepsilon}\right)\right] \\
=C \exp & {\left[-\frac{\beta}{\alpha^{2}} r \log \left(\frac{\beta}{\alpha^{2}} r\right)+o(r \log r)\right], }
\end{align*}
$$

where $C$ is a constant, as $r \rightarrow \infty$ for some $\varepsilon>0$.
Remark 4.3. This concentration inequality looks a little bit complex but unifies all cases. We explain it in the following items.
(1) The Wiener space case: $v=0$ and $\sigma \neq 0$. Taking $\gamma \rightarrow 0$ in (4.3), we obtain

$$
\mathbb{P}(F-\mathbb{E}[F]>r) \leq \exp \left[-\frac{r^{2}}{2 \alpha^{2}}\right]
$$

for all $r>0$.
(2) The Poisson space case: $v \neq 0$ and $\sigma=0$. Take $\alpha \rightarrow 0$ in (4.2). Hence, we
have

$$
\begin{align*}
\mathbb{P}(F-\mathbb{E}[F]>r) & \leq \exp \left[-\sup _{\lambda>0}\left\{\lambda r-\frac{\gamma^{2}}{\beta^{2}}\left(e^{\lambda \beta}-\lambda \beta-1\right)\right\}\right] \\
& =\exp \left[-\left(\frac{r}{\beta}+\frac{\gamma^{2}}{\beta^{2}}\right) \log \left(1+\frac{\beta r}{\gamma^{2}}\right)+\frac{r}{\beta}\right] \\
& \leq \exp \left[-\frac{r}{2 \beta} \log \left(1+\frac{\beta r}{\gamma^{2}}\right)\right] . \tag{4.11}
\end{align*}
$$

Moreover, in the case $z D_{t, z} F \leq 0, v \otimes \mathbb{P}$-a.e., letting $\beta \rightarrow 0$ in (4.11), we obtain

$$
\mathbb{P}(F-\mathbb{E}[F]>r) \leq \exp \left[-\frac{r^{2}}{2 \gamma^{2}}\right]
$$

It recovers Proposition 3.1 in [31].
Remark 4.4. Three conditions (4.1) in Theorem 4.1 are a little bit strong and difficult. In fact, our estimation cannot be applied to many cases, including the pure jump case, which Wu claimed (see [31]). In the following subsection, we show some examples to which we can apply our result.

### 4.1 Examples

In this subsection, we will give examples of concentration inequalities in Theorem 4.1.
Example 4.5. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a bounded Lipschitz continuous function with Lipschitz constant $L_{f}$ and $\sup _{x \in \mathbb{R}}|f(x)|>0$. We now consider the following function $F: F=f\left(X_{T}\right)$, where $X_{T}=\sigma W_{T}+\int_{0}^{T} \int_{\mathbb{R}_{0}} x \tilde{N}(d s, d x)=I_{1}(1) \in \mathbb{D}^{1,2}, \sigma>0$. Then, Proposition 5.1 in [13] implies that $f\left(X_{T}\right) \in \mathbb{D}^{1,2}$ and

$$
\begin{align*}
D_{t, z} F & =G D_{t, 0} X_{T} \mathbb{1}_{\{0\}}(z)+\frac{f\left(X_{T}+z D_{t, z} X_{T}\right)-f\left(X_{T}\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z) \\
& =G \mathbb{1}_{\{0\}}(z)+\frac{f\left(X_{T}+z\right)-f\left(X_{T}\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z), \tag{4.12}
\end{align*}
$$

where $G$ is a random variable which is a.s. bounded by $L_{f}$. By using (4.12), we have

$$
\begin{aligned}
\sigma^{2} & \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t=\sigma^{2} T|G|^{2} \leq \sigma^{2} T L_{f}^{2}=: \alpha^{2}<\infty, \\
z D_{t, z} F & =f\left(X_{T}+z\right)-f\left(X_{T}\right) \\
& \leq\left|f\left(X_{T}+z\right)-f\left(X_{T}\right)\right| \leq 2 \sup _{x \in \mathbb{R}}|f(x)|=: \beta \in(0, \infty),
\end{aligned}
$$

and

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|z D_{t, z} F\right|^{2} v(d z) d t=\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|f\left(X_{T}+z\right)-f\left(X_{T}\right)\right|^{2} v(d z) d t
$$

$$
\leq L_{f}^{2} T \int_{\mathbb{R}_{0}} z^{2} v(d z)=: \gamma^{2}=\frac{\alpha^{2}}{\sigma^{2}} \int_{\mathbb{R}_{0}} z^{2} v(d z)<\infty
$$

Therefore, Theorem 4.1 shows that

$$
\begin{aligned}
& \mathbb{P}\left(f\left(X_{T}\right)-\mathbb{E}\left[f\left(X_{T}\right)\right]>r\right) \\
& \leq \exp \left[-\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right)\right. \\
& \left.+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right] \\
& =\exp \left[-\frac{r^{2}}{2 \alpha^{2}}-\frac{\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)}{2 \beta^{2}}\left(\alpha^{2}\left(2+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right)+2 \beta r\right)\right. \\
& +\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{\beta}{\alpha^{2}} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right)^{2} \\
& \left.+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{\beta}{\alpha^{2}} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right]
\end{aligned}
$$

for all $r>0$, where $\mathcal{W}$ is the Lambert W -function. Moreover, from (4.10) and taking $m_{2}=\int_{\mathbb{R}_{0}} z^{2} v(d z)$ and $M=\sup _{x \in \mathbb{R}}|f(x)|$, we obtain the following approximation result:

$$
\begin{align*}
& \mathbb{P}\left(f\left(X_{T}\right)-\mathbb{E}\left[f\left(X_{T}\right)\right]>r\right) \\
& \leq \exp [ -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
&\left.+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right] \\
&=\exp [ -\left\{\frac{m_{2}}{\sigma^{2} M}+\frac{1}{2 M} \log \left(\frac{m_{2}}{\sigma^{2}}\right)\right\} r+\frac{r}{2 M} \\
&+\frac{\sigma^{2} T^{2} L_{f}^{2}}{4(M)^{2}}\left\{\frac{m_{2}}{\sigma^{2}}+\log \left(\frac{m_{2}}{\sigma^{2}}\right)-2 \frac{M}{\sigma^{2} T L_{f}^{2}} r-1\right\} \log \left(\frac{2 M}{\sigma^{2} T L_{f}^{2}} r\right) \\
&+\frac{\sigma^{2} T^{2} L_{f}^{2}}{8(M)^{2}}\left(\log \left(\frac{2 M}{\sigma^{2} T L_{f}^{2}} r\right)\right)^{2} \\
&\left.+\frac{\sigma^{2} T^{2} L_{f}^{2}}{4(M)^{2}}\left\{\log \left(\frac{m_{2}}{\sigma^{2}}\right)+\frac{1}{2}\left(\frac{m_{2}}{\sigma^{2}}+\log \left(\frac{m_{2}}{\sigma^{2}}\right)\right)^{2}\right\}-\frac{T L_{f}^{2} m_{2}^{2}}{8 \sigma^{2}(M)^{2}}+o\left(r^{-1+\varepsilon}\right)\right] \\
&=C \exp {\left[-\frac{2 M}{\sigma^{2} T L_{f}^{2}} r \log \left(\frac{2 M}{\sigma^{2} T L_{f}^{2}} r\right)+o(r \log r)\right], } \tag{4.13}
\end{align*}
$$

where $C$ is a constant, as $r \rightarrow \infty$ for some $\varepsilon>0$ and $r>0$.
Example 4.6. The put option is a typical example of contingent claims in mathematical finance. The payoff of the put option with strike price $K>0$ is expressed by
$\max \left\{K-S_{T}, 0\right\}$, where $S_{T}$ is a risky asset price process at maturity $T$; we omit the details of it. Now, as an example of Theorem 4.1, we deal with the following. Let

$$
F=\max \left\{K-\max \left(X_{T}, 0\right), 0\right\}, \quad K>0
$$

Since $f(x)=\max \{K-\max (x, 0), 0\}, x \in \mathbb{R}$, is bounded Lipschitz continuous with Lipschitz constant 1, Proposition 5.1 in [13] implies that $F=f\left(X_{T}\right)$ belongs to $\mathbb{D}^{1,2}$ and

$$
D_{t, 0} f\left(X_{T}\right)=H D_{t, 0} G=H
$$

where $H$ is a random variable almost surely bounded by 1 . Moreover, we obtain

$$
D_{t, z} f\left(X_{T}\right)=\frac{f\left(X_{T}+z D_{t, z} X_{T}\right)-f\left(X_{T}\right)}{z} \mathbb{1}_{\mathbb{R}_{0}}(z)
$$

Hence,

$$
\begin{aligned}
\sigma^{2} \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t & =\sigma^{2} T|H|^{2} \leq \sigma^{2} T=: \alpha^{2}<\infty \\
z D_{t, z} F & =f\left(X_{T}+z\right)-f\left(X_{T}\right) \\
& \leq\left|f\left(X_{T}+z\right)-f\left(X_{T}\right)\right| \\
& \leq 2 \sup _{x \in \mathbb{R}}|f(x)| \\
& =2 K=: \beta \in(0, \infty)
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}_{0}}\left|z D_{t, z} F\right|^{2} v(d z) d t \\
& =\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|f\left(X_{T}+z\right)-f\left(X_{T}\right)\right|^{2} v(d z) d t \\
& \leq T \int_{\mathbb{R}_{0}} z^{2} v(d z)=\frac{\alpha^{2}}{\sigma^{2}} \int_{\mathbb{R}_{0}} z^{2} v(d z)=: \gamma^{2}<\infty
\end{aligned}
$$

hold.
Therefore, Example 4.5 shows that

$$
\begin{aligned}
& \mathbb{P}\left(f\left(X_{T}\right)-\mathbb{E}\left[f\left(X_{T}\right)\right]>r\right) \\
& \leq \exp \left[-\frac{r^{2}}{2 \alpha^{2}}-\frac{\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)}{2 \beta^{2}}\left(\alpha^{2}\left(2+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right)+2 \beta r\right)\right. \\
& \quad+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{\beta}{\alpha^{2}} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right)^{2} \\
& \left.\quad+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{\beta}{\alpha^{2}} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right] \\
& =\exp \left[-\frac{r^{2}}{2 \sigma^{2} T}-\frac{\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)}{8 K^{2}}\left(\sigma^{2} T\left(2+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right)+4 K r\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\sigma^{2} T}{8 K^{2}}\left(\mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{2 K}{\sigma^{2} T} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right)^{2} \\
& \left.+\frac{\sigma^{2} T}{4 K^{2}} \mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{2 K}{\sigma^{2} T} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right]
\end{aligned}
$$

for all $r>0$, where $\mathcal{W}$ is the Lambert W-function. Moreover, from (4.10), (4.13) and taking $m_{2}=\int_{\mathbb{R}_{0}} z^{2} v(d z)$, we obtain the following approximation result:

$$
\begin{aligned}
& \mathbb{P}\left(f\left(X_{T}\right)-\mathbb{E}\left[f\left(X_{T}\right)\right]>r\right) \\
& \leq \exp [ -\frac{r^{2}}{2 \alpha^{2}}-\frac{\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)}{2 \beta^{2}}\left(\alpha^{2}\left(2+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right)+2 \beta r\right) \\
&+ \frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{\beta}{\alpha^{2}} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right)^{2} \\
&+\left.\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z) \exp \left\{\frac{\beta}{\alpha^{2}} r+\sigma^{-2} \int_{\mathbb{R}_{0}} z^{2} v(d z)\right\}\right)\right] \\
&=\exp [ -\left\{\frac{m_{2}}{\sigma^{2} K}+\frac{1}{2 K} \log \left(\frac{m_{2}}{\sigma^{2}}\right)\right\} r+\frac{r}{2 K} \\
&+\frac{\sigma^{2} T^{2}}{4 K^{2}}\left\{\frac{m_{2}}{\sigma^{2}}+\log \left(\frac{m_{2}}{\sigma^{2}}\right)-2 \frac{K}{\sigma^{2} T} r-1\right\} \log \left(\frac{2 K}{\sigma^{2} T} r\right) \\
&+\frac{\sigma^{2} T^{2}}{8 K^{2}}\left(\log \left(\frac{2 K}{\sigma^{2} T} r\right)\right)^{2} \\
&+\left.\frac{\sigma^{2} T^{2}}{4 K^{2}}\left\{\log \left(\frac{m_{2}}{\sigma^{2}}\right)+\frac{1}{2}\left(\frac{m_{2}}{\sigma^{2}}+\log \left(\frac{m_{2}}{\sigma^{2}}\right)\right)^{2}\right\}-\frac{T m_{2}^{2}}{8 \sigma^{2} K^{2}}+o\left(r^{-1+\varepsilon}\right)\right] \\
&=C \exp {\left[-\frac{2 K}{\sigma^{2} T} r \log \left(\frac{2 K}{\sigma^{2} T} r\right)+o(r \log r)\right], }
\end{aligned}
$$

where $C$ is a constant, as $r \rightarrow \infty$ for some $\varepsilon>0$.
Example 4.7. As an example of Theorem 4.1, we consider the following:

$$
F=\delta \sigma W_{T}+(1-\delta)\left(J_{T}-c T\right)
$$

where $\delta \in(0,1)$ and $J_{T}$ is the Poisson process at time $T$ with intensity $c>0$. The definition of the Malliavin derivative implies that

$$
D_{t, 0} F=\delta, \quad t \in[0, T], q \otimes \mathbb{P} \text {-a.e. }
$$

and

$$
D_{t, z} F=(1-\delta), \quad(t, z) \in[0, T] \times\{1\}, q \otimes \mathbb{P} \text {-a.e. }
$$

Hence, $z D_{t, z} F \leq(1-\delta)=: \beta$ for $(t, z) \in[0, T] \times\{1\}, q \otimes \mathbb{P}$-a.e.,

$$
\sigma^{2} \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t=\sigma^{2} \delta^{2} T=: \alpha^{2}
$$

and

$$
\int_{[0, T] \times \mathbb{R}_{0}}\left|D_{t, z} F\right|^{2} z^{2} v(d z) d t=c(1-\delta)^{2} T=: \gamma^{2}
$$

hold.

Therefore, Theorem 4.1 shows that

$$
\begin{aligned}
\mathbb{P}(F-\mathbb{E} & {[F]>r) } \\
\leq \exp [ & -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
& \left.+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right] \\
=\exp [ & -\frac{r^{2}}{2 \sigma^{2} \delta^{2} T}-\frac{c}{2 \sigma^{2}}\left(2 \sigma^{2} \delta^{2} T+2(1-\delta) r+c(1-\delta)^{2} T\right) \\
& +\frac{\sigma^{2} \delta^{2} T}{2(1-\delta)^{2}}\left(\mathcal{W}\left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}} \exp \left\{\frac{(1-\delta) r+c(1-\delta)^{2} T}{\sigma^{2} \delta^{2} T}\right\}\right)\right)^{2} \\
& \left.+\frac{\sigma^{2} \delta^{2} T}{(1-\delta)^{2}} \mathcal{W}\left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}} \exp \left\{\frac{(1-\delta) r+c(1-\delta)^{2} T}{\sigma^{2} \delta^{2} T}\right\}\right)\right] \\
\begin{aligned}
(4.10) & \exp
\end{aligned} & {\left[-\left\{\frac{2 c(1-\delta)}{\sigma^{2} \delta^{2}}+\frac{1}{1-\delta} \log \left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}}\right)\right\} r+\frac{r}{1-\delta}\right.} \\
+ & \frac{\sigma^{2} \delta^{2} T}{(1-\delta)^{2}}\left\{\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}}+\log \left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}}\right)-\frac{(1-\delta)}{\sigma^{2} \delta^{2} T} r-1\right\} \log \left(\frac{1-\delta}{\sigma^{2} \delta^{2} T} r\right) \\
+ & \frac{\sigma^{2} \delta^{2} T}{2(1-\delta)^{2}}\left(\log \left(\frac{1-\delta}{\sigma^{2} \delta^{2} T} r\right)\right)^{2} \\
+ & \frac{\sigma^{2} \delta^{2} T}{(1-\delta)^{2}}\left\{\log \left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}}\right)+\frac{1}{2}\left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}}+\log \left(\frac{c(1-\delta)^{2}}{\sigma^{2} \delta^{2}}\right)\right)^{2}\right\} \\
& \left.-\frac{c^{2}(1-\delta)^{2} T}{2 \sigma^{2} \delta^{2}}+o\left(r^{-1+\varepsilon}\right)\right] \\
=C \exp & {\left[-\frac{1-\delta}{\sigma^{2} \delta^{2} T} r \log \left(\frac{1-\delta}{\sigma^{2} \delta^{2} T} r\right)+o(r \log r)\right], }
\end{aligned}
$$

where $C$ is a constant, as $r \rightarrow \infty$ for some $\varepsilon>0$ and $r>0$.
Assuming further that $\sigma=T=1$ and $c=\frac{1-\delta^{2}}{(1-\delta)^{2}}=\frac{1+\delta}{1-\delta}$, we have

$$
\mathbb{E}[F]=0, \quad \operatorname{Var}[F]=1
$$

and

$$
\begin{aligned}
& \mathbb{P}(F-\mathbb{E}[F]>r) \\
& \leq \exp [ -\frac{r^{2}}{2 \delta^{2}}-\frac{1-\delta^{2}}{2(1-\delta)^{2}}\left(\delta^{2}+2(1-\delta) r+1\right) \\
&+\frac{\delta^{2}}{2(1-\delta)^{2}}\left(\mathcal{W}\left(\frac{1-\delta^{2}}{\delta^{2}} \exp \left\{\frac{(1-\delta) r+1-\delta^{2}}{\delta^{2}}\right\}\right)\right)^{2} \\
&\left.+\frac{\delta^{2}}{(1-\delta)^{2}} \mathcal{W}\left(\frac{1-\delta^{2}}{\delta^{2}} \exp \left\{\frac{(1-\delta) r+1-\delta^{2}}{\delta^{2}}\right\}\right)\right] \\
&=\exp \left[-\left\{\frac{2(1+\delta)}{\delta^{2}}+\frac{1}{1-\delta} \log \left(\frac{1-\delta^{2}}{\delta^{2}}\right)\right\} r+\frac{r}{1-\delta}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\delta^{2}}{(1-\delta)^{2}}\left\{\frac{1-\delta^{2}}{\delta^{2}}+\log \left(\frac{1-\delta^{2}}{\delta^{2}}\right)-\frac{(1-\delta)}{\delta^{2}} r-1\right\} \log \left(\frac{1-\delta}{\delta^{2}} r\right) \\
& + \\
& +\frac{\delta^{2}}{2(1-\delta)^{2}}\left(\log \left(\frac{1-\delta}{\delta^{2}} r\right)\right)^{2} \\
& + \\
& \frac{\delta^{2}}{(1-\delta)^{2}}\left\{\log \left(\frac{1-\delta^{2}}{\delta^{2}}\right)+\frac{1}{2}\left(\frac{1-\delta^{2}}{\delta^{2}}+\log \left(\frac{1-\delta^{2}}{\delta^{2}}\right)\right)^{2}\right\} \\
& \\
& \left.\quad-\frac{(1+\delta)^{2} T}{2 \delta^{2}}+o\left(r^{-1+\varepsilon}\right)\right] \\
& =C \exp \left[-\frac{1-\delta}{\delta^{2}} r \log \left(\frac{1-\delta}{\delta^{2}} r\right)+o(r \log r)\right],
\end{aligned}
$$

where $C$ is a constant, as $r \rightarrow \infty$ for some $\varepsilon>0$ and $r>0$.
Example 4.8. As an example of Theorem 4.1, we consider the following:

$$
F=\delta \sigma W_{T}-(1-\delta) J_{T}
$$

where $\sigma>0, \delta \in(0,1)$ and $J_{T}$ is an $L^{2}$-canonical pure jump Lévy process at time $T$. We also assume that $J$ has only positive jumps.

The definition of the Malliavin derivative implies that

$$
D_{t, 0} F=\delta, \quad t \in[0, T], q \otimes \mathbb{P} \text {-a.e. }
$$

and

$$
D_{t, z} F=-(1-\delta), \quad(t, z) \in[0, T] \times(0, \infty), q \otimes \mathbb{P} \text {-a.e. }
$$

Hence, $z D_{t, z} F=-z(1-\delta) \leq 0$ for $(t, z) \in[0, T] \times(0, \infty), q \otimes \mathbb{P}$-a.e.,

$$
\sigma^{2} \int_{0}^{T}\left|D_{t, 0} F\right|^{2} d t=\sigma^{2} \delta^{2} T=: \alpha^{2}<\infty
$$

and

$$
\int_{[0, T] \times \mathbb{R}_{0}}\left|D_{t, z} F\right|^{2} z^{2} v(d z) d t=c(1-\delta)^{2} T=: \gamma^{2}<\infty
$$

hold. Therefore, from (4.4) in Theorem 4.1, we obtain

$$
\mathbb{P}(F-\mathbb{E}[F]>r) \leq \exp \left[-\frac{r^{2}}{2\left(\sigma^{2} \delta^{2}+c\left(1-\delta^{2}\right)\right) T}\right]
$$

for all $r>0$.
Example 4.9. We shall give a concentration inequality for the running maximum over $[0, T]$ of the following Lévy process: $L_{t}=\mu t+X_{t}, t \in[0, T]$, where $X$ is the underlying Lévy process defined in (2.2) and $\mu \in \mathbb{R}$. Note that $L_{t} \in \mathbb{D}^{1,2}$ for any $t \in[0, T]$. We next denote $M^{L}=\sup _{t \in[0, T]} L_{t}$, and $\tau=\inf \left\{t \in[0, T] \mid L_{t} \vee L_{t-}=\right.$ $\left.M^{L}\right\}$. Note that $M^{L}=\sup _{t \in[0, T]}\left(L_{t} \vee L_{t-}\right)=L_{\tau} \vee L_{\tau-}$; and $\tau$ is a unique random time satisfying $M^{L}=L_{\tau} \vee L_{\tau-}$ by Lemma 49.4 of [23]. In this setting, Theorem 6.4 in [2] implies that $M^{L} \in \mathbb{D}^{1,2}$ and

$$
D_{t, z} M^{L}=\mathbb{1}_{\{\tau \geq t\}} \mathbb{1}_{\{0\}}(z)+\frac{\sup _{s \in[0, T]}\left(L_{s}+z \mathbb{1}_{\{t \leq s\}}\right)-M^{L}}{z} \mathbb{1}_{\mathbb{R}_{0}}(z)
$$

We next consider the following two cases for examples of Theorem 4.1.
(1) In the case $v=c \delta_{1}$, we have

$$
\begin{aligned}
z D_{t, z} M^{L}= & \sup _{s \in[0, T]}\left(L_{s}+z \mathbb{1}_{\{t \leq s\}}\right)-M^{L} \\
\leq & \sup _{s \in[0, T]}\left(z \mathbb{1}_{\{t \leq s\}}\right) \leq 1=: \beta,(t, z) \in[0, T] \times\{1\}, q \otimes \mathbb{P} \text {-a.e. }, \\
& \sigma^{2} \int_{0}^{T}\left|D_{t, 0} M^{L}\right|^{2} d t \leq \sigma^{2} T=: \alpha^{2}
\end{aligned}
$$

and

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}} z^{2}\left|D_{t, z} M^{L}\right|^{2} \nu(d z) d t \leq c T=: \gamma^{2}
$$

Therefore, Theorem 4.1 shows that

$$
\begin{aligned}
& \mathbb{P}\left(M^{L}-\mathbb{E}\left[M^{L}\right]>r\right) \\
& \leq \exp [ -\frac{r^{2}}{2 \alpha^{2}}-\frac{\gamma^{2}}{2 \alpha^{2} \beta^{2}}\left(2 \alpha^{2}+2 \beta r+\gamma^{2}\right) \\
&\left.+\frac{\alpha^{2}}{2 \beta^{2}}\left(\mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right)^{2}+\frac{\alpha^{2}}{\beta^{2}} \mathcal{W}\left(\frac{\gamma^{2}}{\alpha^{2}} \exp \left\{\frac{\beta r+\gamma^{2}}{\alpha^{2}}\right\}\right)\right] \\
&=\exp [ -\frac{r^{2}}{2 \sigma^{2} T}-\frac{c}{2 \sigma^{2}}\left(2 \sigma^{2} T+2 r+c T\right) \\
&\left.+\frac{\sigma^{2} T}{2}\left(\mathcal{W}\left(\frac{c}{\sigma^{2}} \exp \left\{\frac{r+c T}{\sigma^{2} T}\right\}\right)\right)^{2}+\sigma^{2} T \mathcal{W}\left(\frac{c}{\sigma^{2}} \exp \left\{\frac{r+c T}{\sigma^{2} T}\right\}\right)\right] \\
& \begin{aligned}
&(4.10) \\
&= \exp
\end{aligned} {\left[-\left\{\frac{2 c}{\sigma^{2}}+\log \left(\frac{c}{\sigma^{2}}\right)-1\right\} r\right.} \\
&+ \sigma^{2} T\left\{\frac{c}{\sigma^{2}}+\log \left(\frac{c}{\sigma^{2}}\right)-\frac{1}{\sigma^{2} T} r-1\right\} \log \left(\frac{1}{\sigma^{2} T} r\right) \\
&+ \frac{\sigma^{2} T}{2}\left(\log \left(\frac{1}{\sigma^{2} T} r\right)\right)^{2} \\
&+\left.\sigma^{2} T\left\{\log \left(\frac{c}{\sigma^{2}}\right)+\frac{1}{2}\left(\frac{c}{\sigma^{2}}+\log \left(\frac{c}{\sigma^{2}}\right)\right)^{2}\right\}-\frac{c^{2} T}{2 \sigma^{2}}+o\left(r^{-1+\varepsilon}\right)\right] \\
&=C \exp {\left[-\frac{1}{\sigma^{2} T} r \log \left(\frac{1}{\sigma^{2} T} r\right)+o(r \log r)\right], }
\end{aligned}
$$

where $C$ is a constant, as $r \rightarrow \infty$ for some $\varepsilon>0$ and $r>0$. Especially, taking $\sigma=T=1$, we have

$$
\mathbb{P}\left(M^{L}-\mathbb{E}\left[M^{L}\right]>r\right) \leq \exp [-r \log r+o(r \log r)],
$$

where $C$ is a constant, as $r \rightarrow \infty$ and $r>0$.
(2) We consider the case when $\left\{J_{t}\right\}_{t \in[0, T]}$ has no positive jumps. In this case,

$$
z D_{t, z} M^{L}=\sup _{s \in[0, T]}\left(L_{s}+z \mathbb{1}_{\{t \leq s\}}\right)-M^{L}
$$

$$
\begin{gathered}
\leq \sup _{s \in[0, T]}\left(z \mathbb{1}_{\{t \leq s\}}\right) \leq 0,(t, z) \in[0, T] \times\{z \in \mathbb{R} \mid z<0\}, q \otimes \mathbb{P} \text {-a.e., } \\
\sigma^{2} \int_{0}^{T}\left|D_{t, 0} M^{L}\right|^{2} d t \leq \sigma^{2} T=: \alpha^{2}<\infty
\end{gathered}
$$

and

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}_{0}} z^{2}\left|D_{t, z} M^{L}\right|^{2} v(d z) d t \\
& =\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|\sup _{s \in[0, T]}\left(L_{s}+z \mathbb{1}_{\{t \leq s\}}\right)-M^{L}\right|^{2} v(d z) d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}_{0}} \sup _{s \in[0, T]}\left|z \mathbb{1}_{\{t \leq s\}}\right|^{2} v(d z) d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}_{0}}|z|^{2} v(d z) d t=T \int_{\mathbb{R}_{0}} z^{2} v(d z)=: \gamma^{2}<\infty
\end{aligned}
$$

are derived. Thus, (4.4) in Theorem 4.1 implies that

$$
\mathbb{P}(F-\mathbb{E}[F]>r) \leq \exp \left[-\frac{r^{2}}{2 T\left(\sigma^{2}+\int_{\mathbb{R}_{0}} z^{2} v(d z)\right)}\right], \quad \forall r>0
$$
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