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#### Abstract

The paper presents a characterization of equilibrium in a game-theoretic description of discounting conditional stochastic linear-quadratic (LQ for short) optimal control problem, in which the controlled state process evolves according to a multidimensional linear stochastic differential equation, when the noise is driven by a Poisson process and an independent Brownian motion under the effect of a Markovian regime-switching. The running and the terminal costs in the objective functional are explicitly dependent on several quadratic terms of the conditional expectation of the state process as well as on a nonexponential discount function, which create the time-inconsistency of the considered model. Open-loop Nash equilibrium controls are described through some necessary and sufficient equilibrium conditions. A state feedback equilibrium strategy is achieved via certain differential-difference system of ODEs. As an application, we study an investment-consumption and equilibrium reinsurance/new business strategies for mean-variance utility for insurers when the risk aversion is a function of current wealth level. The financial market consists of one riskless asset and one risky asset whose price process is modeled by geometric Lévy processes and the surplus of the


[^0]insurers is assumed to follow a jump-diffusion model, where the values of parameters change according to continuous-time Markov chain. A numerical example is provided to demonstrate the efficacy of theoretical results.
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## 1 Introduction

For usual optimal control problems, by the dynamic principle of optimality [40] one may check that an optimal control remains optimal when it is restricted to a later time interval, meaning that optimal controls are time-consistent. The time-consistency feature provides a powerful advance to deal with optimal control problems. The dynamic principle of optimality consists in establishing relationships among a family of timeconsistent optimal control problems parameterized by initial pairs (of time and state) through the so-called Hamilton-Jacobi-Bellman equation (HJB), which is a nonlinear partial differential equation. If the HJB equation is solvable, then one can find an optimal feedback control by taking the optimizer of the general Hamiltonian involved in the HJB equation.

However, in reality, the time-consistency can be lost in various ways, meaning that, as time goes, an optimal control might not remain optimal. Among several possible reasons causing the time-inconsistency, there are three ones playing some important roles:

- the appearance of conditional expectations for the state data in the objective functional [3],
- the presence of a state-dependent risk aversion in the objective functional [4],
- the nonexponential discounting situation [16].

The portfolio optimization problem with a hyperbolic discount function [11] and the risk aversion attitude in mean-variance models [17, 43] and [44] are two wellknown cases of time-inconsistency in mathematical finance. Motivated by the second example, the present paper studies a general linear-quadratic optimal control problem for jump diffusions, which is time-inconsistent in the sense that it does not satisfy the Bellman optimality principle due to the existence of some quadratic terms in the expected controlled state process as well as a state-dependent risk aversion term in the running and the terminal cost functionals. The fundamental challenge when dealing with a time-inconsistent optimal control models is that we can't employ the dynamic programming approach and the standard HJB equation, in general. One way to get around the time-inconsistency issue is to consider only precommitted strategies, see, e.g., [45] and [26].

However, the main method of dealing with time-inconsistency is to consider the time-inconsistent problems as noncooperative games, in which decisions at every moment of time are taken by multiple players at each moment of time and are intended to maximize or minimize their own objective functions. As a result, Nash
equilibriums are considered rather than optimal solutions, see, e.g., $[3,8,11,15,16$, $23,24,28,37,38]$ and [39]. Strotz [28] was the first who applied this game perspective for dealing with the dynamic time-inconsistent decision problem posed by the deterministic Ramsay problem. He then proposed a rudimentary notion of Nash equilibrium strategy by capturing the concept of noncommitment and allowing the commitment period to be infinitesimally small. Further references which extend [28] are [16, 24] and [13]. Ekeland and Pirvu [11] gave a formal definition of feedback Nash equilibrium controls in a continuous-time setting in order to investigate the optimal investment-consumption problem under general discount functions in both deterministic and stochastic frameworks. Björk \& Murguci [3] and Ekeland et al. [10] are two further expansions of Ekeland and Pirvu's work. Yong [39] proposed an alternative method for analyzing general discounting time-inconsistent optimal control problem in continuous-time setting by taking into account a discrete time counterpart. Zhao et al. [42] investigated the consumption-investment problem under a general discount function and a logarithmic utility function using Yong's method. Wang and Wu investigated a partially observed time-inconsistent recursive optimization issue in [33]. Basak and Chabakauri [1] touched upon the continuous-time Markowitz's mean-variance portfolio selection problem, while Björk et al. [4] addressed the meanvariance portfolio selection with state-dependent risk aversion. Hu et al. [15], followed by Czichowski [8], found a time-consistent strategy for mean-variance portfolio selection in a non-Markovian framework.

The linear-quadratic optimal control problems are well known as a fundamental category of optimal control problems, since they may cover a wide range of problems in applications, such as the mean-variance portfolio selection model in financial applications. Furthermore, the LQ model may be used to approximate many nonlinear control problems. In recent years, time-inconsistent LQ control problems have gotten a lot of attention. Yong worked on a general discounted time-inconsistent deterministic LQ model in [37] and he consider a forward ordinary differential equation coupled with a backward Riccati-Volterra integral equation to obtain closed-loop equilibrium strategies. Hu et al. [15] presented a specific definition of open-loop Nash equilibrium controls in a continuous-time setting, which is distinct from that for the feedback controls provided in [11], in order to analyze a time-inconsistent stochastic linearquadratic optimal control problem with stochastic coefficients. Yong [39] studied a time-inconsistent stochastic LQ problem for mean-field type stochastic differential equation. Finally, Hu et al. [14] looked into the uniqueness of the equilibrium solution found in [15]. They are the first who give a positive result regarding the uniqueness of the solution to a time-inconsistent problem.

There is little work in the literature concerning equilibrium strategies for optimal investment and reinsurance problems under the mean-variance criterion. Zeng and Li [43] are the first who study Nash equilibrium strategies for mean-variance insurers with constant risk aversion, where the surplus process of insurers is described by the diffusion model and the price processes of the risky stocks are driven by geometric Brownian motions. They have obtained equilibrium reinsurance and investment strategies explicitly using the technique described in [3]. Li and Li [17] obtained equilibrium strategies in the case of state-dependent risk aversion through a set of
well-posed integral equations. Zeng et al. [44] investigate time-consistent investment and reinsurance strategies for mean-variance insurers under constant risk aversion, in which the surplus process and the price process of the risky stock are both jumpdiffusion processes.

Markov regime-switching models have recently gotten a lot of interest in financial applications; see, for example, [46, 5, 6, 34] and [18]. Markov regime-switching models permit the market to face financial crises at any moment. The market is supposed to be governed by some kind of regime at any given moment. A bull market, in which stock prices are generally increasing, is a standard illustration of such a regime. The market's behavior radically alters after a financial crisis. A switch in the regime symbolizes the crisis. The problem of mean-variance optimization under a continuoustime Markov regime-switching financial market was first studied by Zhou and Yin [46]. By applying stochastic linear-quadratic control methods, they obtained meanvariance efficient portfolios and efficient frontiers via solving two systems of ordinary linear differential equations. In the context of continuous and multiperiod time models, Chen et al. [5] and Chen and Yang [6] studied the mean-variance asset-liability management problem, respectively. Mean-variance asset-liability management problems with a continuous-time Markov regime-switching setup have been studied by Wei et al. [34]. They explicitly deduced a time-consistent investment strategy using the method described in [3]. Liang and Song [18] investigated optimal investment and reinsurance problems for insurers with mean-variance utility under partial information, where the stock's drift rate and the risk aversion of the insurer are both Markov-modulated.

In this work, we present a general time-inconsistent stochastic conditional LQ control problem. Differently from most current studies [15, 39, 2, 42], where the noise is driven by a Brownian motion, in our LQ system the state develops according to a SDE, in which the noise is driven by a multidimensional Brownian motion and an independent multidimensional Poisson point process under a Markov regime-switching setup. Cases of continuous-time mean-variance criteria with statedependent risk aversion are included in the objective function. We establish a stochastic system that describes open-loop Nash equilibrium controls, using the variational technique proposed by Hu et al. [14]. We emphasize that our model generalizes the ones investigated by Zeng and Li [43], Li et al. [17], Sun and Guo [30] and Zeng et al. [44], in addition to some classes of time-inconsistent stochastic LQ optimal control problems introduced in [15].

The paper is organized as follows: in the second section, we formulate the problem and provide essential notations and preliminaries. Section 3 is dedicated to presenting the necessary and sufficient conditions for equilibrium, which is our main result, and we get the unique equilibrium control in state feedback representation through a specific category of ordinary differential equations. In the last section, we apply the results of Section 3 to find the unique equilibrium reinsurance, investment and consumption strategies for the mean-variance-utility portfolio problem, as well as discuss some special cases. The paper concludes with an Appendix that includes some proofs.

## 2 Problem setting

Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a filtered probability space where $\mathbb{F}:=\left\{\mathcal{F}_{t} \mid t \in[0, T]\right\}$ is a rightcontinuous, $\mathbb{P}$-completed filtration to which all of the processes outlined below are adapted, such as the Markov chain, the Brownian motions, and the Poisson random measures.

During the present paper, we assume that the Markov chain $\alpha(\cdot)$ takes values in finite state space $\chi=\left\{e_{1}, e_{2}, \ldots, e_{d}\right\}$ where $d \in \mathbb{N}, e_{i} \in \mathbb{R}^{d}$ and the $j$-th component of $e_{i}$ is the Kronecker delta $\delta_{i j}$ for each $(i, j) \in\{1, \ldots, d\}^{2} . \mathcal{H}:=\left(\lambda_{i j}\right)_{1 \leq i, j \leq d}$ represents the rate matrix of the Markov chain under $\mathbb{P}$. Note that $\lambda_{i j}$ is the constant transition intensity of the chain from state $e_{i}$ to state $e_{j}$ at time $t$, for each $(i, j) \in$ $\{1, \ldots, d\}^{2}$. As a result, for $i \neq j$, we have $\lambda_{i j} \geq 0$ and $\sum_{j=1}^{d} \lambda_{i j}=0$, thus $\lambda_{i i} \leq 0$. In the sequel, for each $i, j=1,2, \ldots, d$ with $i \neq j$, we assume that $\lambda_{i j}>0$ consequently, $\lambda_{i i}<0$. We have the following semimartingale representation of the Markov chain $\alpha(\cdot)$ obtained from Elliott et al. [12]

$$
\alpha(t)=\alpha(0)+\int_{0}^{t} \mathcal{H}^{\top} \alpha(\tau) d \tau+\mathcal{M}(t),
$$

where $\{\mathcal{M}(t) \mid t \in[0, T]\}$ is an $\mathbb{R}^{d}$-valued $(\mathbb{F}, \mathbb{P})$-martingale.
First, we provide a set of Markov jump martingales linked with the chain $\alpha(\cdot)$, which will be used to model the controlled state process. For each $(i, j) \in\{1, \ldots, d\}^{2}$, with $i \neq j$, and $t \in[0, T]$, denote by $J^{i j}(t):=\lambda_{i j} \int_{0}^{t}\left\langle\alpha(\tau-), e_{i}\right\rangle d \tau+m_{i j}(t)$ the number of jumps from state $e_{i}$ to state $e_{j}$ up to time $t$, where $m_{i j}(t):=\int_{0}^{t}\left\langle\alpha(\tau-), e_{i}\right\rangle$ $\left\langle d \mathcal{M}(\tau), e_{j}\right\rangle d \tau$ is an $(\mathbb{F}, \mathbb{P})$-martingale. $\Phi_{j}(t)$ denotes the number of jumps into state $e_{j}$ up to time $t$, for each fixed $j=1,2, \ldots, d$, then

$$
\begin{aligned}
\Phi_{j}(t) & =\sum_{i=1, i \neq j}^{d} J^{i j}(t), \\
& =\sum_{i=1, i \neq j}^{d} \lambda_{i j} \int_{0}^{t}\left\langle\alpha(\tau-), e_{i}\right\rangle d \tau+\tilde{\Phi}_{j}(t),
\end{aligned}
$$

where $\tilde{\Phi}_{j}(t):=\sum_{i=1, i \neq j}^{d} m_{i j}(t)$ is an $(\mathbb{F}, \mathbb{P})$-martingale for each $j=1,2, \ldots, d$. For each $j=1,2, \ldots, d$ set

$$
\lambda_{j}(t)=\sum_{i=1, i \neq j}^{d} \lambda_{i j} \int_{0}^{t}\left\langle\alpha(\tau), e_{i}\right\rangle d \tau
$$

Note that the process $\tilde{\Phi}_{j}(t)=\Phi_{j}(t)-\lambda_{j}(t)$ is an $(\mathbb{F}, \mathbb{P})$-martingale, for each $j=1,2, \ldots, d$.

Now, we present the Markov regime-switching Poisson random measures. Assume that $N_{i}(d t, d z), i=1,2, \ldots, l$, are independent Poisson random measures on
$\left([0, T] \times \mathbb{R}_{0}, \mathcal{B}([0, T]) \otimes \mathcal{B}_{0}\right)$ under $\mathbb{P}$. Assume that the compensator for the Poisson random measure $N_{i}(d t, d z)$ is defined by

$$
n_{\alpha}^{i}(d t, d z):=\theta_{\alpha(t-)}^{i}(d z) d t=\left\langle\alpha(t-), \theta^{i}(d z)\right\rangle d t
$$

where $\theta^{i}(d z):=\left(\theta_{e_{1}}^{i}(d z), \theta_{e_{2}}^{i}(d z), \ldots, \theta_{e_{d}}^{i}(d z)\right)^{\top} \in \mathbb{R}^{d}$. The subscript $\alpha$ in $n_{\alpha}^{i}$, for $i=1,2, \ldots, l$, represents the dependence of the probability law of the Poisson random measure on the Markov chain $\alpha(\cdot)$. In fact $\theta_{e_{j}}^{i}(d z)$ is the conditional Lévy density of jump sizes of the random measure $N_{i}(d t, d z)$ at time $t$ when $\alpha(t-)=e_{j}$, for each $j=1,2, \ldots, d$. Furthermore, the compensated Poisson random measure $\tilde{N}_{\alpha}(d t, d z)$ is given by

$$
\tilde{N}_{\alpha}(d t, d z)=\left(N_{1}(d t, d z)-n_{\alpha}^{1}(d t, d z), \ldots, N_{l}(d t, d z)-n_{\alpha}^{l}(d t, d z)\right)^{\top}
$$

### 2.1 Notations

Throughout this paper, we use the following notations: $S^{n}$ is the set of $n \times n$ symmetric real matrices. $C^{\top}$ is the transpose of the vector (or matrix) $C .\langle\cdot, \cdot\rangle$ is the inner product in some Euclidean space. For any Euclidean space $H=\mathbb{R}^{n}$, or $S^{n}$ with Frobenius norm $|\cdot|$, and $p, l, d \in \mathbb{N}$ we denote for any $t \in[0, T]$ :

- $\mathbb{L}^{p}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; H\right)=\left\{\xi: \Omega \rightarrow H \mid \xi\right.$ is $\mathcal{F}_{t}$-measurable, s.t. $\left.\mathbb{E}\left[|\xi|^{p}\right]<\infty\right\}$, for any $p \geq 1$;
$\cdot \mathbb{L}^{2}\left(\mathbb{R}^{*}, \mathcal{B}\left(\mathbb{R}^{*}\right), \theta ; H^{l}\right)=\left\{r(\cdot): \mathbb{R}^{*} \rightarrow H^{l} \mid r(\cdot)=\left(r_{k}(\cdot)\right)_{k=1,2, \ldots, l}\right.$ is $\mathcal{B}\left(\mathbb{R}^{*}\right)$-measurable with $\left.\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left|r_{k}(z)\right|^{2} \theta_{\alpha}^{k}(d z) d s<\infty\right\} ;$
- $\mathcal{S}_{\mathcal{F}}^{2}(t, T ; H)=\left\{\mathcal{Y}(\cdot):[t, T] \times \Omega \rightarrow H \mid \mathcal{Y}(\cdot)\right.$ is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-adapted, $s \mapsto \mathcal{Y}(s)$ is càdlàg, with $\left.\mathbb{E}\left[\sup _{s \in[t, T]}|\mathcal{Y}(s)|^{2} d s\right]<\infty\right\}$;
- $\mathcal{L}_{\mathcal{F}}^{2}\left(t, T ; H^{p}\right)=\left\{\mathcal{Y}(\cdot):[t, T] \times \Omega \rightarrow H^{p} \mid \mathcal{Y}(\cdot)\right.$ is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-adapted, with $\left.\mathbb{E}\left[\int_{t}^{T}|\mathcal{Y}(s)|^{2} d s\right]<\infty\right\}$;
- $\mathcal{L}_{\mathcal{F}, p}^{2}(t, T ; H)=\left\{\mathcal{Y}(\cdot):[t, T] \times \Omega \rightarrow H \mid \mathcal{Y}(\cdot)\right.$ is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-predictable, with $\left.\mathbb{E}\left[\int_{t}^{T}|\mathcal{Y}(s)|^{2} d s\right]<\infty\right\}$;
- $\mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([t, T] \times \mathbb{R}^{*} ; H^{l}\right)=\left\{\mathcal{R}(\cdot, \cdot):[t, T] \times \Omega \times \mathbb{R}^{*} \rightarrow H^{l} \mid \mathcal{R}(\cdot, \cdot)\right.$ is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-predictable, with $\left.\sum_{k=1}^{l} \mathbb{E}\left[\int_{t}^{T} \int_{\mathbb{R}^{*}}\left|R_{k}(s, z)\right|^{2} \theta_{\alpha}^{k}(d z) d s\right]<\infty\right\} ;$
- $\mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(t, T ; H^{d}\right)=\left\{\mathcal{Y}(\cdot):[t, T] \times \Omega \rightarrow H^{d} \mid \mathcal{Y}(\cdot)=\left(\mathcal{Y}_{j}(\cdot)\right)_{j=1, \ldots, d}\right.$ is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-predictable, with $\left.\mathbb{E}\left[\int_{t}^{T} \sum_{j=1}^{d}\left|\mathcal{Y}_{j}(s)\right|^{2} \lambda_{j}(s) d s\right]<\infty\right\} ;$
- $\mathcal{C}([0, T] ; H)=\{f:[0, T] \rightarrow H \mid f(\cdot)$ is continuous $\} ;$
- $\mathcal{C}^{1}([0, T] ; H)=\left\{f:[0, T] \rightarrow H \mid f(\cdot)\right.$ and $\frac{d f}{d s}(\cdot)$ are continuous $\}$;
- $\mathcal{D}[0, T]=\{(t, s) \in[0, T] \times[0, T]$ such that $s \geq t\}$.


### 2.2 Assumptions and problem formulation

Throughout this paper, we consider a multidimensional nonhomogeneous linear controlled jump-diffusion system starting from the situation $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}(\Omega$, $\left.\mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}^{n}\right) \times \chi$, defined by

$$
\left\{\begin{align*}
& d X(s)=\{A(s, \alpha(s)) X(s)+B(s, \alpha(s)) u(s)+b(s, \alpha(s))\} d s  \tag{2.1}\\
&+\sum_{i=1}^{p}\left\{C_{i}(s, \alpha(s)) X(s)+D_{i}(s, \alpha(s)) u(s)+\sigma_{i}(s, \alpha(s))\right\} d W^{i}(s) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{E_{k}(s, z, \alpha(s)) X(s-)+F_{k}(s, z, \alpha(s)) u(s)\right. \\
&\left.\quad+c_{k}(s, z, \alpha(s))\right\} \tilde{N}_{\alpha}^{k}(d s, d z), s \in[t, T], \\
& X(t)=\xi, \alpha(t)=e_{i} .
\end{align*}\right.
$$

The coefficients $A(\cdot, \cdot), C_{i}(\cdot, \cdot):[0, T] \times \chi \rightarrow \mathbb{R}^{n \times n} ; B(\cdot, \cdot), D_{i}(\cdot, \cdot):[0, T] \times$ $\chi \rightarrow \mathbb{R}^{n \times m} ; b(\cdot, \cdot), \sigma_{i}(\cdot, \cdot):[0, T] \times \chi \rightarrow \mathbb{R}^{n} ; E_{k}(\cdot, \cdot, \cdot):[0, T] \times \mathbb{R}^{*} \times \chi \rightarrow$ $\mathbb{R}^{n \times n} ; F_{k}(\cdot, \cdot, \cdot):[0, T] \times \mathbb{R}^{*} \times \chi \rightarrow \mathbb{R}^{n \times m} ; c_{k}(\cdot, \cdot, \cdot):[0, T] \times \mathbb{R}^{*} \times \chi \rightarrow$ $\mathbb{R}^{n}$ are deterministic matrix-valued functions. Here, for any $t \in[0, T)$, the class of admissible control processes over $[t, T)$ is restricted to $\mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$. For any $u(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$ we denote by $X(\cdot)=X^{t, \xi, e_{i}}(\cdot ; u(\cdot))$ its solution. Different controls $u(\cdot)$ will lead to different solutions $X(\cdot)$.

Remark 1. In practice, the observable switching process is followed to represent the interest rate processes over various market settings. For example, the market may be generally split into "bullish" and "bearish" states, with characteristics varying greatly between the two modes. The application of switching model in mathematical finance can be discovered, for example, in $[5,6]$ and references therein.

To measure the performance of $u(\cdot) \in L_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$, we introduce the following cost functional

$$
\begin{aligned}
& J\left(t, \xi, e_{i} ; u(\cdot)\right) \\
& \quad=\mathbb{E}\left[\int _ { t } ^ { T } \frac { 1 } { 2 } \left\{\langle Q(s) X(s), X(s)\rangle+\left\langle\bar{Q}(s) \mathbb{E}\left[X(s) \mid \mathcal{F}_{s}^{\alpha}\right], \mathbb{E}\left[X(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right\rangle\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& +\langle R(t, s) u(s), u(s)\rangle\} d s+\left\langle\mu_{1} \xi+\mu_{2}, X(T)\right\rangle+\frac{1}{2}\langle G X(T), X(T)\rangle \\
& \left.+\frac{1}{2}\left\langle\bar{G} \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right], \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right\rangle\right] \tag{2.2}
\end{align*}
$$

Remark 2. Due to the general influence of the modulating switching process $\alpha(\cdot)$, the conditional expectation is employed rather than the expectation in (2.2). The presence of $\alpha(\cdot)$ in all coefficients of the state equation (2.1) can be makes the objective functional depends on the process's history. This type of cost functional is also motivated by practical problems such as conditional mean-variance portfolio selection problem which is considered in Section 4 of this paper. A reader interested in this type of problems is referred to [21] and [19]. The term $\left\langle\mu_{1} \xi+\mu_{2}, X(T)\right\rangle$ stems from a state-dependent utility function in economics [4].

We need to impose the following assumptions on the coefficients.
(H1) The functions $A(\cdot, \cdot), B(\cdot, \cdot), b(\cdot, \cdot), C_{i}(\cdot, \cdot), D_{i}(\cdot, \cdot), \sigma_{i}(\cdot, \cdot), E_{k}(\cdot, \cdot, \cdot)$, $F_{k}(\cdot, \cdot, \cdot)$ and $c_{k}(\cdot, \cdot, \cdot)$ are deterministic, continuous and uniformly bounded. The coefficients of the cost functional satisfy

$$
\left\{\begin{array}{l}
Q(\cdot), \bar{Q}(\cdot) \in C\left([0, T] ; S^{n}\right), \\
R(\cdot, \cdot) \in C\left(\mathcal{D}[0, T] ; S^{m}\right), \\
G, \bar{G} \in S^{n}, \quad \mu_{1} \in \mathbb{R}^{n \times n}, \mu_{2} \in \mathbb{R}^{n}
\end{array}\right.
$$

(H2) The functions $R(\cdot, \cdot), Q(\cdot)$ and $G$ satisfy $R(t, t) \geq 0, Q(t) \geq 0, \forall t \in[0, T]$ and $G \geq 0$.

Based on [25] we can prove under (H1) that, for any $\left(t, \xi, e_{i}, u(\cdot)\right) \in[0, T] \times$ $\mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}^{n}\right) \times \mathcal{X} \times \mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$, the state equation (2.2) has a unique solution $X(\cdot) \in \mathcal{S}_{\mathcal{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$. Moreover, we have the estimate

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq s \leq T}|X(s)|^{2}\right] \leq K\left(1+\mathbb{E}\left[|\xi|^{2}\right]\right) \tag{2.3}
\end{equation*}
$$

for some positive constant $K$. In particular for $t=0$ and $u(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{m}\right)$, Equation (2.1) starting from initial data $\left(0, x_{0}\right)$ has a unique solution $X(\cdot) \in \mathcal{S}_{\mathcal{F}}^{2}(0, T$; $\mathbb{R}^{n}$ ) for which

$$
\begin{equation*}
\mathbb{E}\left[\sup _{0 \leq s \leq T}|X(s)|^{2}\right] \leq K\left(1+\left|x_{0}\right|^{2}\right) . \tag{2.4}
\end{equation*}
$$

Our optimal control problem can be formulated as follows.
$\operatorname{Problem}(\mathbf{N})$. For any initial triple $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}^{n}\right) \times \chi$, find a control $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$ such that

$$
J\left(t, \xi, e_{i} ; \hat{u}(\cdot)\right)=\min _{u(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)} J\left(t, \xi, e_{i} ; u(\cdot)\right) .
$$

Any $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$ satisfying the above is called a pre-commitment optimal control. Furthermore, the presence of some quadratic terms of the conditional expectation of the state process as well as a state-dependent term in the objective functional destroys the time-consistency of a pre-committed optimal solutions of Problem $(\mathrm{N})$. Hence, Problem $(\mathrm{N})$ is time-inconsistent and there are two different sources of time-inconsistency.

## 3 The main results: characterization and uniqueness of equilibrium

In view of the fact that Problem (N) is time-inconsistent, the aim of this paper is to characterize open-loop Nash equilibriums as an alternative of optimal strategies. We employ the game theoretic approach to handle the time-inconsistency in the identical viewpoint as Ekeland et al. [11] and Björk and Murgoci [3]. Let us briefly explain the game perspective that we will consider as follows.

- We consider a game with one player at every point $t$ in the interval [0,T). This player corresponds to the incarnation of the controller on instant $t$ and is referred to as "player $t$ ".
- The $t$-th player can control the scheme just at time $t$ by taking his/her policy $u(t, \cdot): \Omega \rightarrow \mathbb{R}^{m}$.
- A control process $u(\cdot)$ is then viewed as a complete explanation of the selected strategies of all players in the game.
- The reward to the player $t$ is specified by the functional $J\left(t, \xi, e_{i} ; u(\cdot)\right)$.

We explain the concept of a "Nash equilibrium strategy" for the game described as above: This is an admissible control process $\hat{u}(\cdot)$ fulfilling the following criteria. Assume that every player $s$, with $s>t$, will apply the strategy $\hat{u}(s)$. Then the optimal decision for player $t$ is that he/she also uses the strategy $\hat{u}(t)$. However, the difficulty with this "definition" is that the individual player $t$ does not have any effect on the game's result. He/she just selects the control at one point $t$. Furthermore, because this is a time set of Lebesgue measure zero, the control dynamics will be unaffected.

As a result, to identify open-loop Nash equilibrium controls, we follow [15], where a formal definition (Definition 4 below), inspired by [11], is proposed.
Remark 3. In the rest of the paper, for brevity, we suppress the arguments ( $s, \alpha(s)$ ) for the coefficients $A(s, \alpha(s)), B(s, \alpha(s)), b(s, \alpha(s)), C_{i}(s, \alpha(s)), D_{i}(s, \alpha(s))$, $\sigma_{i}(s, \alpha(s))$, in addition we suppress the arguments $(s)$ and $(s, t)$ for the coefficients $Q(s), \bar{Q}(s), R(s, t)$ and we use the notation $\varrho(z)$ instead of $\varrho(s, z, \alpha(s))$ for $\varrho=E_{k}, F_{k}$ and $c_{k}$. Furthermore, sometimes we simply call $\hat{u}(\cdot)$ an equilibrium control instead of calling it an open-loop Nash equilibrium control, when there is no confusion.

In this section, we provide the main results about the necessary and sufficient conditions for equilibrium of the control problem formulated in the preceding section. To make the presentation of the paper more clear, the proofs will be relegated to Appendix A. To proceed towards the definition of an equilibrium, we first introduce
the local spike variation for a given admissible control $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$ : for any $t \in[0, T), v \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t-}^{\alpha}, \mathbb{P} ; \mathbb{R}^{m}\right)$ and $\varepsilon \in(0, T-t)$, define

$$
u^{\varepsilon}(s)= \begin{cases}\hat{u}(s)+v, & \text { for } s \in[t, t+\varepsilon)  \tag{3.1}\\ \hat{u}(s), & \text { for } s \in[t+\varepsilon, T)\end{cases}
$$

We have the following definition.
Definition 4 (Open-loop Nash equilibrium). An admissible control $\hat{u}(\cdot) \in L_{\mathcal{F}, p}^{2}(t, T$; $\mathbb{R}^{m}$ ) is an open-loop Nash equilibrium control for Problem (N) if for every sequence $\varepsilon_{n} \downarrow 0$, we have

$$
\begin{equation*}
\lim _{\varepsilon_{n} \downarrow 0} \frac{1}{\varepsilon_{n}}\left\{J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon_{n}}(\cdot)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(\cdot))\right\} \geq 0 \tag{3.2}
\end{equation*}
$$

for any $t \in[0, T]$ and $v \in L^{2}\left(\Omega, \mathcal{F}_{t-}^{\alpha}, \mathbb{P} ; \mathbb{R}^{m}\right)$. The corresponding equilibrium dynamics solves the following SDE with jumps: for $s \in[0, T]$,

$$
\left\{\begin{aligned}
& d \hat{X}(s)=\{A \hat{X}(s)+B \hat{u}(s)+b\} d s \\
&+\sum_{i=1}^{p}\left\{C_{i} \hat{X}(s)+D_{i} \hat{u}(s)+\sigma_{i}\right\} d W^{i}(s) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{E_{k}(z) \hat{X}(s-)+F_{k}(z) \hat{u}(s)+c_{k}(z)\right\} \widetilde{N}_{\alpha}^{k}(d s, d z) \\
& \hat{X}_{0}=x_{0}, \alpha(0)=e_{i_{0}}
\end{aligned}\right.
$$

### 3.1 Flow of the adjoint equations and characterization of equilibrium controls

In this subsection, we provide a general necessary and sufficient conditions to characterize the equilibrium strategies of Problem (N). First, we consider the adjoint equations used within the characterization of equilibrium controls. Let $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}(t, T$; $\left.\mathbb{R}^{m}\right)$ be a fixed control and denote by $\hat{X}(\cdot) \in \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$ its corresponding state process. For each $t \in[0, T]$, the first order adjoint equation defined on the time interval $[t, T]$ and satisfied by the 4-tuple of processes $(p(\cdot ; t), q(\cdot ; t), r(\cdot, \cdot ; t), l(\cdot ; t))$ is given as follows:

$$
\left\{\begin{align*}
d p(s ; t)= & -\left\{A^{\top} p(s ; t)+\sum_{i=1}^{p} C_{i}^{\top} q_{i}(s ; t)\right.  \tag{3.3}\\
& \left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} r_{k}(s, z ; t) \theta_{\alpha}^{k}(d z)-Q \hat{X}(s)-\bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right\} d s \\
& +\sum_{i=1}^{p} q_{i}(s ; t) d W^{i}(s)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} r_{k}(s, z ; t) \widetilde{N}_{\alpha}^{k}(d s, d z) \\
& +\sum_{j=1}^{d} l_{j}(s, t) d \tilde{\Phi}_{j}(s), s \in[t, T] \\
p(T ; t)= & -G \hat{X}(T)-\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]-\mu_{1} \hat{X}(t)-\mu_{2} .
\end{align*}\right.
$$

Through this section, we will prove that we can get the equilibrium strategy by solving a system of FBSDEs which is not standard since the flow of the unknown process $(p(\cdot ; t), q(\cdot ; t), r(\cdot, \cdot ; t), l(\cdot ; t))$ for $t \in[0, T]$ is involved. To the best of our knowledge, the ability to explicitely solve this type of equation remains an open problem, except for a certain form of the objective function. However, by the separating variables approach we are able to completely solve this problem.

Lemma 5. Consider a deterministic matrix-valued function $\phi(\cdot, \cdot)$ as a solution of the following ODE

$$
\left\{\begin{array}{l}
d \phi(s, \alpha(s))=\phi(s, \alpha(s)) A^{\top} d s, s \in[0, T] \\
\phi\left(T, e_{i}\right)=I_{n}
\end{array}\right.
$$

For any $t \in[0, T]$ and $s \in[t, T]$, the solution of Equation (3.3) have the representation

$$
\begin{aligned}
p(s ; t)= & -\phi(s, \alpha(s))^{-1}\left(\bar{p}(s)+\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]+\mu_{1} \hat{X}(t)+\mu_{2}\right) \\
& -\phi(s, \alpha(s))^{-1} \int_{s}^{T} \phi(\tau, \alpha(\tau)) \bar{Q} \mathbb{E}\left[\hat{X}(\tau) \mid \mathcal{F}_{\tau}^{\alpha}\right] d \tau
\end{aligned}
$$

and $\left(q_{i}(s ; t), r_{k}(s, z ; t), l_{j}(s ; t)\right)=-\phi(s, \alpha(s))^{-1}\left(\bar{q}_{i}(s), \bar{r}_{k}(s, z), \bar{l}_{j}(s)\right)$ for $i=1,2, \ldots, p ; k=1,2, \ldots, l ; j=1,2, \ldots, d$, where

$$
\left\{\begin{align*}
d \bar{p}(s)= & -\left\{\sum_{i=1}^{p} \phi(s, \alpha(s)) C_{i}^{\top} \phi(s, \alpha(s))^{-1} \bar{q}_{i}(s)\right.  \tag{3.4}\\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} \phi(s, \alpha(s)) E_{k}(z)^{\top} \phi(s, \alpha(s))^{-1} \bar{r}_{k}(s, z) \theta_{\alpha}^{k}(d z) \\
& +\phi(s, \alpha(s)) Q \hat{X}(s)\} d s+\sum_{i=1}^{p} \bar{q}_{i}(s) d W^{i}(s) \\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} \bar{r}_{k}(s-, z) \tilde{N}_{\alpha}^{k}(d s, d z)+\sum_{j=1}^{d} \bar{l}_{j}(s) d \tilde{\Phi}_{j}(s), s \in[t, T], \\
\bar{p}(T)= & G \hat{X}(T) .
\end{align*}\right.
$$

Remark 6. (1) We remark that neither the coefficients nor the terminal condition of (3.4) are affected by the starting time $t$, so it may be considered as a standard BSDE over the entire time period [ $0, T$ ], then, by the same manner of [27] we can verify that Equation (3.4) admits a unique solution.
(2) From the representation of $(p(\cdot ; t), q(\cdot ; t), r(\cdot, \cdot ; t), l(\cdot ; t))$, for $t \in[0, T]$ given by Lemma 5, we can check that under (H1) Equation (3.3) admits a unique solution

$$
\begin{aligned}
& (p(\cdot ; t), q(\cdot ; t), r(\cdot, \cdot ; t), l(\cdot ; t)) \in \mathcal{S}_{\mathcal{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right) \\
& \quad \times \mathcal{L}^{2}\left(t, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([t, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(t, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

The following second order adjoint equation is defined on the time interval $[t, T]$ and satisfied by the 4 -tuple of processes $(P(\cdot), \Lambda(\cdot), \Gamma(\cdot ; \cdot), L(\cdot))$ :

$$
\left\{\begin{align*}
d P(s)= & -\left\{A^{\top} P(s)+P(s) A+\sum_{i=1}^{p}\left(C_{i}^{\top} P(s) C_{i}+\Lambda_{i}(s) C_{i}+C_{i}^{\top} \Lambda_{i}(s)\right)\right. \\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{\Gamma_{k}(s, z) E_{k}(z) \theta_{\alpha}^{k}(d z)+E_{k}(z)^{\top} \Gamma_{k}(s, z)\right\} \theta_{\alpha}^{k}(d z) \\
& \left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top}\left(\Gamma_{k}(s, z)+P(s)\right) E_{k}(z) \theta_{\alpha}^{k}(d z)-Q\right\} d s \\
& +\sum_{i=1}^{p} \Lambda_{i}(s) d W^{i}(s)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} \Gamma_{k}(s, z) \tilde{N}_{\alpha}^{k}(d s, d z) \\
& +\sum_{j=1}^{d} L_{j}(s) d \tilde{\Phi}_{j}(s), s \in[t, T]  \tag{3.5}\\
P(T)= & -G
\end{align*}\right.
$$

Noting that (3.5) is a standard BSDE over the entire time period [ $0, T$ ], by the same manner of [27], we can verify that Equation (3.5) admits a unique solution

$$
\begin{aligned}
& (P(\cdot), \Lambda(\cdot), \Gamma(\cdot ; \cdot), L(\cdot)) \in \mathcal{S}_{\mathcal{F}}^{2}\left(t, T ; S^{n}\right) \\
& \quad \times \mathcal{L}^{2}\left(t, T ;\left(S^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([t, T] \times \mathbb{R}^{*} ;\left(S^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(t, T ;\left(S^{n}\right)^{d}\right)
\end{aligned}
$$

Now, associated with $(\hat{u}(\cdot), \hat{X}(\cdot), p(\cdot ; \cdot), q(\cdot ; \cdot), r(\cdot, \cdot ; \cdot), P(\cdot), \Gamma(\cdot ; \cdot))$ we define, for $(s, t) \in \mathcal{D}([0, T])$,
$\mathcal{U}(s ; t)=B^{\top} p(s ; t)+\sum_{i=1}^{p} D_{i}^{\top} q_{i}(s ; t)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} r_{k}(s, z ; t) \theta_{\alpha}^{k}(d z)-R \hat{u}(s)$,
and

$$
\begin{equation*}
\mathcal{V}(s ; t)=\sum_{i=1}^{p} D_{i}^{\top} P(s) D_{i}+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top}(P(s)+\Gamma(s, z)) F_{k}(z) \theta_{\alpha}^{k}(d z)-R \tag{3.7}
\end{equation*}
$$

Remark 7. Definition 4 is slightly different from the original definition provided by [15] and [14], where the open-loop equilibrium control is given by

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \frac{1}{\varepsilon}\left\{J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(\cdot)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(\cdot))\right\} \geq 0 \tag{3.8}
\end{equation*}
$$

Although the limit (3.8) already provides a characterizing condition, however, it is not very useful because it involves an a.s. limit with respect to uncountably many $\varepsilon>0$. Thus, in this case by using the property of RCLL of state process $X(\cdot)$ we can deduce an equivalent condition for the equilibrium, see Hu et al. [15]. In this paper, we defined an open-loop equilibrium control by sense (3.2), which is well defined in general.

The following lemma will be used later in this study, it provides some important property about the flow of adapted processes.
Lemma 8. Under assumptions (H1)-(H2), for any $\hat{u}(\cdot) \in L_{\mathcal{F}, p}^{2}\left(t, T ; \mathbb{R}^{m}\right)$, there exists a sequence $\left(\varepsilon_{n}^{t}\right)_{n \in \mathbb{N}} \subset(0, T-t)$ satisfying $\varepsilon_{n}^{t} \rightarrow 0$ as $n \rightarrow \infty$, such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\varepsilon_{n}^{t}} \int_{t}^{t+\varepsilon_{n}^{t}} \mathbb{E}[\mathcal{U}(s ; t)] d s=\mathcal{U}(t ; t), d \mathbb{P} \text {-a.s, dt-a.e. } \tag{3.9}
\end{equation*}
$$

Now we introduce the space

$$
\begin{equation*}
\mathcal{L}=\left\{\Lambda(\cdot ; t) \in \mathcal{S}_{\mathcal{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right) \text { such that } \sup _{t \in[0, T]} \mathbb{E}\left[\sup _{s \in[t, T]}|\Lambda(s ; t)|^{2}\right]<+\infty\right\} . \tag{3.10}
\end{equation*}
$$

Clearly, for any $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{m}\right)$, its associated flow of adjoint processes $p(\cdot ; \cdot) \in \mathcal{L}$.

The following theorem is the first main result of this work, it provides a necessary and sufficient conditions for equilibrium controls to the time-inconsistent Problem (N).

Theorem 9 (Characterization of equilibrium). Let (H1) hold. Given an admissible control $\hat{u}(\cdot) \in L_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{m}\right)$, let

$$
\begin{aligned}
& (p(\cdot ; \cdot), q(\cdot ; t), r(\cdot, \cdot ; t), l(\cdot ; t)) \\
& \quad \in \mathcal{L} \times \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

be the unique solution to the BSDE (3.3) and let

$$
\begin{aligned}
& (P(\cdot), \Lambda(\cdot), \Gamma(\cdot, \cdot), L(\cdot)) \in \mathcal{S}_{\mathcal{F}}^{2}\left(t, T ; S^{n}\right) \\
& \quad \times \mathcal{L}^{2}\left(t, T ;\left(S^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([t, T] \times \mathbb{R}^{*} ;\left(S^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(t, T ;\left(S^{n}\right)^{d}\right),
\end{aligned}
$$

be the unique solution to the BSDE (3.5). Then $\hat{u}(\cdot)$ is an open-loop Nash equilibrium if and only if the following two conditions hold: The first order equilibrium condition

$$
\begin{equation*}
\mathcal{U}(t ; t)=0, d \mathbb{P} \text {-a.s., dt-a.e. } \tag{3.11}
\end{equation*}
$$

and the second order equilibrium condition

$$
\begin{equation*}
\mathcal{V}(t ; t) \leq 0, d \mathbb{P} \text {-a.s. }, \forall t \in[0, T], \tag{3.12}
\end{equation*}
$$

where $U(t ; t)$ and $V(t ; t)$ are given by (3.6) and (3.7), respectively.
In order to give a proof for the above theorem, the main idea is still based on the variational techniques in the spirit of proving the characterization of equilibria [14] and [15] in the absence of random jumps.

Let $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{m}\right)$ be an admissible control and $\hat{X}(\cdot)$ be the corresponding controlled state process. Consider the perturbed control $u^{\varepsilon}(\cdot)$ defined by the spike variation (3.1) for some fixed arbitrary $t \in[0, T], v \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t-}^{\alpha}, \mathbb{P} ; \mathbb{R}^{m}\right)$
and $\varepsilon \in(0, T-t)$. Denote by $\hat{X}^{\varepsilon}(\cdot)$ the solution of the state equation corresponding to $u^{\varepsilon}(\cdot)$. It follows from the standard perturbation approach, see, for example, [31] and [41], that $\hat{X}^{\varepsilon}(\cdot)-\hat{X}(\cdot)=y^{\varepsilon, v}(\cdot)+Y^{\varepsilon, v}(\cdot)$, where $y^{\varepsilon, v}(\cdot)$ and $Y^{\varepsilon, v}(\cdot)$ solve the following SDEs, respectively, for $s \in[t, T]$ :

$$
\begin{align*}
& \left\{\begin{aligned}
& d y^{\varepsilon, v}(s)= A y^{\varepsilon, v}(s) d s+\sum_{i=1}^{p}\left\{C_{i} y^{\varepsilon, v}(s)+D_{i} v 1_{[t, t+\varepsilon)}(s)\right\} d W^{i}(s) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{E_{k}(z) y^{\varepsilon, v}(s-)+F_{k}(z) v 1_{[t, t+\varepsilon)}(s)\right\} \tilde{N}_{\alpha}^{k}(d s, d z), \\
& y^{\varepsilon, v}(t)=0,
\end{aligned}\right. \\
& \left\{\begin{aligned}
& d Y^{\varepsilon, v}(s)=\left\{A Y^{\varepsilon, v}(s)+B v 1_{[t, t+\varepsilon)}(s)\right\} d s+\sum_{i=1}^{p} C_{i} Y^{\varepsilon, v}(s) d W^{i}(s) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z) Y^{\varepsilon, v}(s-) \tilde{N}_{\alpha}^{k}(d s, d z) \\
& Y^{\varepsilon, v}(t)=0
\end{aligned}\right. \tag{3.13}
\end{align*}
$$

We need the following lemma
Lemma 10. Under assumption (H1), the following estimates hold:

$$
\begin{align*}
\sup _{s \in[t, T]} \mathbb{E}\left[\left|y^{\varepsilon, v}(s)\right|^{2}\right] & =O(\varepsilon)  \tag{3.15}\\
\sup _{s \in[t, T]} \mathbb{E}\left[\left|Y^{\varepsilon, v}(s)\right|^{2}\right] & =O\left(\varepsilon^{2}\right) \tag{3.16}
\end{align*}
$$

We have also

$$
\begin{equation*}
\sup _{s \in[t, T]}\left|\mathbb{E}\left[y^{\varepsilon, v}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right|^{2}=O\left(\varepsilon^{2}\right) \tag{3.17}
\end{equation*}
$$

Moreover, we have the equality

$$
\begin{align*}
& J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(\cdot)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(\cdot)) \\
& \quad=-\int_{t}^{t+\varepsilon} \mathbb{E}\left\{\langle\mathcal{U}(s ; t), v\rangle+\frac{1}{2}\langle\mathcal{V}(s ; t) v, v\rangle\right\} d s+o(\varepsilon) . \tag{3.18}
\end{align*}
$$

Now, we are ready to give the proof of Theorem 9.
Proof of Theorem 9. Given an admissible control $\hat{u}(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{m}\right)$, for which (3.11) and (3.12) holds, according to Lemma 8, we have from (3.18) that for any $t \in[0, T]$ and for any $\mathbb{R}^{m}$-valued, $\mathcal{F}_{t}^{\alpha}$-measurable and bounded random variable $v$, there exists a sequence $\left(\varepsilon_{n}^{t}\right)_{n \in \mathbb{N}} \subset(0, T-t)$ satisfying $\varepsilon_{n}^{t} \rightarrow 0$ as $n \rightarrow \infty$, such that

$$
\begin{aligned}
& \lim _{n \rightarrow 0} \frac{1}{\varepsilon_{n}^{t}}\left\{J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(\cdot)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(\cdot))\right\} \\
& \quad=-\left\{\langle\mathcal{U}(t ; t), v\rangle+\frac{1}{2}\langle\mathcal{V}(t ; t) v, v\rangle\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =-\frac{1}{2}\langle\mathcal{V}(t ; t) v, v\rangle, \\
& \geq 0, d \mathbb{P} \text {-a.s. }
\end{aligned}
$$

Hence $\hat{u}(\cdot)$ is an equilibrium strategy.
Conversely, assume that $\hat{u}(\cdot)$ is an equilibrium strategy. Then, by (3.2) together with (3.18) and Lemma 8 , for any $(t, u) \in[0, T] \times \mathbb{R}^{m}$, the following inequality holds:

$$
\begin{equation*}
\langle\mathcal{U}(t ; t), u\rangle+\frac{1}{2}\langle\mathcal{V}(t ; t) u, u\rangle \leq 0 . \tag{3.19}
\end{equation*}
$$

Now, we define $\forall(t, u) \in[0, T] \times \mathbb{R}^{m}, \Phi(t, u)=\langle\mathcal{U}(t ; t), u\rangle+\frac{1}{2}\langle\mathcal{V}(t ; t) u, u\rangle$. Easy manipulations show that the inequality (3.19) is equivalent to $\Phi(t, 0)=$ $\max _{u \in \mathbb{R}^{m}} \Phi(t, u), d \mathbb{P}$-a.s., $\forall t \in[0, T]$. So it is easy to prove that the maximum condition is equivalent to the following two conditions:

$$
\begin{align*}
& \Phi_{u}(t, 0)=\mathcal{U}(t ; t)=0, \forall t \in[0, T], d \mathbb{P} \text {-a.s. }  \tag{3.20}\\
& \Phi_{u u}(t, 0)=\mathcal{V}(t ; t) \leq 0, \forall t \in[0, T], d \mathbb{P} \text {-a.s. } \tag{3.21}
\end{align*}
$$

This completes the proof.
Remark 11. It is worth noting that for the positive semidefinite conditions on the coefficients $Q(\cdot), G$ and $R(\cdot, \cdot)$, the corresponding process $P(\cdot)$ in [15] and [14] is indeed positive semidefinite due to the comparison principles of BSDEs. Thus, as a result of Theorem 9, a necessary and sufficient condition for a control being an equilibrium strategy is only the first order equilibrium condition (3.11). However, there is a significant difference between the estimate for the cost functional presented and that in [15] and [14]. Because stochastic coefficients and random jumps of the controlled system are taken into account, an additional term $\Gamma(\cdot, \cdot)$ occurs in the formulation of $P(\cdot)$. So in this paper, $P(\cdot)$ is not necessarily positive semidefinite. This is why we modify the methodology of deriving the sufficient condition for equilibrium controls. Therefore, we have the following corollary, the proof of which follows the same arguments as the proof of Proposition 3.2 in [30].

Corollary 12. Let (H1)-(H2) hold. Given an admissible control $\hat{u}(\cdot) \in L_{\mathcal{F}, p}^{2}(0, T$; $\mathbb{R}^{m}$ ), let

$$
\begin{aligned}
& (p(\cdot ; \cdot), q(\cdot ; \cdot), r(\cdot, \cdot ; \cdot), l(\cdot ; \cdot)) \\
& \quad \in \mathcal{L} \times \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

be the unique solution to the $\operatorname{BSDE}$ (3.3). Then $\hat{u}(\cdot)$ is an equilibrium, if the following condition holds dP-a.s., dt-a.e.

$$
\begin{equation*}
B^{\top} p(t ; t)+\sum_{i=1}^{p} D_{i}^{\top} q_{i}(t)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} r_{k}(t, z) \theta_{\alpha}^{k}(d z)-R \hat{u}(t)=0, \tag{3.22}
\end{equation*}
$$

### 3.2 Linear feedback stochastic equilibrium control

In this subsection, our goal is to obtain a state feedback representation of an equilibrium control for Problem $(\mathrm{N})$ via some class of ordinary differential equations.

Now, suppressing the arguments $\left(s, e_{i}\right)$ for the coefficients $A, B, b, C_{i}, D_{i}, \sigma_{i}$, we use the notation $\varrho(z)$ instead of $\varrho\left(s, z, e_{i}\right)$ for $\varrho=E_{k}, F_{k}$ and $c_{k}$. First, for any deterministic, differentiable function $\eta \in C\left([0, T] \times \chi ; \mathbb{R}^{n \times n}\right)$ consider the differentialdifference operator

$$
\mathcal{L}(\eta(s, \cdot))=\eta^{\prime}(s, \cdot)+\sum_{j=1}^{d} \lambda_{i j}\left\{\eta\left(s, e_{j}\right)-\eta(s, \cdot)\right\} .
$$

Then we introduce the following system of differential-difference equations, for $s \in[0, T]:$

$$
\left\{\begin{align*}
& 0= \mathcal{L}\left(M\left(s, e_{i}\right)\right)+M\left(s, e_{i}\right) A+A^{\top} M\left(s, e_{i}\right)+\sum_{i=1}^{p} C_{i}^{\top} M\left(s, e_{i}\right) C_{i}  \tag{3.23}\\
&-\left(M\left(s, e_{i}\right) B+\sum_{i=1}^{p} C_{i}^{\top} M\left(s, e_{i}\right) D_{i}\right. \\
&\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M\left(s, e_{i}\right) F_{k}(z) \theta_{\alpha}^{k}(d z)\right) \Psi\left(s, e_{i}\right) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M\left(s, e_{i}\right) E_{k}(z) \theta_{\alpha}^{k}(d z)+Q \\
& 0= \mathcal{L}\left(\bar{M}\left(s, e_{i}\right)\right)+\bar{M}\left(s, e_{i}\right) A+A^{\top} \bar{M}\left(s, e_{i}\right)-\bar{M}\left(s, e_{i}\right) B \Psi\left(s, e_{i}\right)+\bar{Q} \\
& 0= \mathcal{L}\left(\Upsilon\left(s, e_{i}\right)\right)+A^{\top} \Upsilon\left(s, e_{i}\right) \\
& 0= \mathcal{L}\left(\varphi\left(s, e_{i}\right)\right)+A^{\top} \varphi\left(s, e_{i}\right)+\left(M\left(s, e_{i}\right)+\bar{M}\left(s, e_{i}\right)\right)\left(b-B \psi\left(s, e_{i}\right)\right) \\
&+\sum_{i=1}^{p} C_{i}^{\top} M\left(s, e_{i}\right)\left(\sigma_{i}-D_{i} \psi\left(s, e_{i}\right)\right) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M\left(s, e_{i}\right)\left(c_{k}(z)-F_{k}(z) \psi\left(s, e_{i}\right)\right) \theta_{\alpha}^{k}(d z) \\
& M\left(T, e_{i}\right)=G ; \bar{M}\left(T, e_{i}\right)=\bar{G} ; \Upsilon\left(T, e_{i}\right)=\mu_{1} ; \varphi\left(T, e_{i}\right)=\mu_{2}
\end{align*}\right.
$$

where $\Psi(\cdot, \cdot)$ and $\psi(\cdot, \cdot)$ are given by

$$
\left\{\begin{align*}
\Psi\left(s, e_{i}\right) \triangleq & \Theta\left(s, e_{i}\right)\left(B^{\top}\left(M\left(s, e_{i}\right)+\bar{M}\left(s, e_{i}\right)+\Upsilon\left(s, e_{i}\right)\right)\right.  \tag{3.24}\\
& \left.+\sum_{i=1}^{p} D_{i}^{\top} M\left(s, e_{i}\right) C_{i}+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} M\left(s, e_{i}\right) E_{k}(z) \theta_{\alpha}^{k}(d z)\right) \\
\psi\left(s, e_{i}\right) \triangleq & \Theta\left(s, e_{i}\right)\left(B^{\top} \varphi\left(s, e_{i}\right)+\sum_{i=1}^{p} D_{i}^{\top} M\left(s, e_{i}\right) \sigma_{i}\right. \\
& \left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} M\left(s, e_{i}\right) c_{k}(z) \theta_{\alpha}^{k}(d z)\right)
\end{align*}\right.
$$

with

$$
\Theta(s, \cdot)=\left(R+\sum_{i=1}^{p} D_{i}^{\top} M(s, \cdot) D_{i}+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} M(s, \cdot) F_{k}(z) \theta_{\alpha}^{k}(d z)\right)^{-1}
$$

The following theorem presents the existence condition for a linear feedback equilibrium control.

Theorem 13. Let (H1)-(H2) hold. Suppose that the system of equations (3.23) admit a solution $M\left(\cdot, e_{i}\right), \bar{M}\left(\cdot, e_{i}\right), \Upsilon\left(\cdot, e_{i}\right)$ and $\varphi\left(\cdot, e_{i}\right)$, for any $e_{i} \in X$, on $C([0, T]$; $\left.\mathbb{R}^{n \times n}\right)$. Then the time-inconsistent LQ Problem ( $N$ ) has an equilibrium control that can be represented by the state feedback form

$$
\begin{equation*}
\hat{u}(t)=-\Psi(t, \alpha(t)) \hat{X}(t-)-\psi(t, \alpha(t)), \tag{3.25}
\end{equation*}
$$

where $\Psi(\cdot, \cdot)$ and $\psi(\cdot, \cdot)$ are given by (3.24).

### 3.3 Uniqueness of the equilibrium control

In this subsection, we prove that if the system of equations (3.23) is solvable, then the state feedback equilibrium control given by (3.25) is the unique open-loop Nash equilibrium control of Problem (N).
Theorem 14. Let (H1)-(H2) hold. Suppose that $M(\cdot, \cdot), \bar{M}(\cdot, \cdot), \Upsilon(\cdot, \cdot)$ and $\varphi(\cdot, \cdot)$ are solutions to the system (3.23). Then $\hat{u}(\cdot)$ given by (3.25) is the unique open-loop Nash equilibrium control for Problem ( $N$ ).

## 4 Applications

In this section, we discuss an extension of a new class of optimization problems [36], in which the investor manages her/his wealth by consuming and investing in a financial market subject to a mean variance criterion controlling the final risk of the portfolio. This problem can be eventually formulated as a time-inconsistent stochastic LQ problem and solved by the results presented in the preceding sections.

### 4.1 Conditional mean-variance-utility consumption-investment and reinsurance problem

We study equilibrium reinsurance (eventually new business), investment and consumption strategies for mean-variance-utility portfolio problem where the surplus of the insurers is assumed to follow a jump-diffusion model. The financial market consists of one riskless asset and one risky asset whose price processes are described by regime-switching SDEs. The problem is formulated as follows. Consider an insurer whose surplus process is described by the jump-diffusion model

$$
\begin{equation*}
d \Lambda(s)=c d s+\beta_{0} d W^{1}(s)-d \sum_{i=1}^{N_{\alpha}(s)} Y_{i}, s \in[0, T] \tag{4.1}
\end{equation*}
$$

where $c>0$ is the premium rate, $\beta_{0}$ is a positive constant, $W^{1}$ is a one-dimensional standard Brownian motion, $N_{\alpha}$ is a Poisson process with intensity $\lambda>0$ and $\left\{Y_{i}\right\}_{i \in \mathbb{N}-\{0\}}$ is a sequence of independent and identically distributed positive random variables with common distribution $\mathbb{P}_{Y}$ having finite first and second moments $\mu_{Y}=$ $\int_{0}^{\infty} z \mathbb{P}_{Y}(d z)$ and $\sigma_{Y}=\int_{0}^{\infty} z^{2} \mathbb{P}_{Y}(d z)$. We assume that $W^{1}, N_{\alpha}$, and $\left\{\sum_{i=1}^{N_{\alpha}(.)} Y_{i}\right\}$ are
independent. Let $Y$ be a generic random variable which has the same distribution as $Y_{i}$. The premium rate $c$ is assumed to be calculated via the expected value principle, i.e. $c=(1+\eta) \lambda \mu_{Y}$ with safety loading $\eta>0$.

Note that the process $\sum_{i=1}^{N_{\alpha}(s)} Y_{i}$ can also be defined through a random measure $N_{\alpha}^{1}(d s, d z)$ as

$$
\sum_{i=1}^{N_{\alpha}(s)} Y_{i}=\int_{0}^{s} \int_{0}^{\infty} z N_{\alpha}^{1}(d r, d z)
$$

where $N_{\alpha}^{1}$ is a finite Poisson random measure with a random compensator having the form $\theta_{\alpha}^{1}(d z) d s=\lambda \mathbb{P}_{Y}(d z) d s$. We recall that $\tilde{N}_{\alpha}^{1}(d s, d z)=N_{\alpha}^{1}(d s, d z)-$ $\theta_{\alpha}^{1}(d z) d s$ defines the compensated jump martingale random measure of $N_{\alpha}^{1}$. Obviously, we have

$$
\int_{0}^{+\infty} z \theta_{\alpha}^{1}(d z) d s=\lambda \int_{0}^{+\infty} z \mathbb{P}_{Y}(d z) d s=\lambda \mu_{Y} d s
$$

Hence (4.1) is equivalent to

$$
\begin{equation*}
d \Lambda(s)=\eta \lambda \mu_{Y} d s+\beta_{0} d W^{1}(s)-\int_{0}^{+\infty} z \tilde{N}_{\alpha}^{1}(d s, d z) \tag{4.2}
\end{equation*}
$$

Suppose that the insurer is allowed to invest its wealth in a financial market, in which two securities are traded continuously. One of them is a bond with price $S^{0}(s)$ at time $s \in[0, T]$ governed by

$$
\begin{equation*}
d S^{0}(s)=r_{0}(s, \alpha(s)) S^{0}(s) d s, S^{0}(0)=s_{0}>0 \tag{4.3}
\end{equation*}
$$

There is also a risky asset with unit price $S^{1}(s)$ at time $s \in[0, T]$ governed by

$$
\begin{align*}
d S^{1}(s)= & S^{1}(s-)\left(\sigma(s, \alpha(s)) d s+\beta(s, \alpha(s)) d W^{2}(s)\right. \\
& \left.+\int_{-1}^{+\infty} z\left(N_{\alpha}^{2}(d s, d z)-\theta_{\alpha}^{2}(d z) d s\right)\right), S^{1}(0)=s^{1}>0 \tag{4.4}
\end{align*}
$$

where $r_{0}, \sigma, \beta:[0, T] \times \mathcal{X} \rightarrow(0, \infty)$ are assumed to be deterministic and continuous functions such that $\sigma(s, \alpha(s))>r_{0}(s, \alpha(s))>0, W^{2}(\cdot)$ is a one-dimensional standard Brownian motion, $N_{\alpha}^{2}$ is a finite Poisson random measure with random compensator having the form $n_{\alpha}^{2}(d s, d z)=\theta_{\alpha}^{2}(d z) d s$. We assume that $W^{1}(\cdot), W^{2}(\cdot)$, $N_{\alpha}^{1}(\cdot, \cdot)$ and $N_{\alpha}^{2}(\cdot, \cdot)$ are independent and $\theta_{\alpha}^{2}(\cdot)$ is a Lévy measure on $(-1,+\infty)$ such that $\int_{-1}^{+\infty}|z|^{2} \theta_{\alpha}^{2}(d z)<\infty$.

The insurer, starting from an initial capital $x_{0}>0$ at time 0 , is allowed to dynamically purchase proportional reinsurance (acquire new business), invest in the financial market and consuming. A trading strategy $u(\cdot)$ is described by a threedimensional stochastic processes $\left(u_{1}(\cdot), u_{2}(\cdot), u_{3}(\cdot)\right)^{\top}$. The strategy $u_{1}(s) \geq 0$ represents the retention level of reinsurance or new business acquired at time $s \in$ $[0, T]$. We point that $u_{1}(s) \in[0,1]$ corresponds to a proportional reinsurance cover and shows that the cedent should divert part of the premium to the reinsurer at the rate
of $\left.\left(1-u_{1}(t)\right)\right)\left(\theta_{0}+1\right) \lambda \mu_{Y}$, where $\theta_{0}$ is the relative safety loading of the reinsurer satisfying $\theta_{0} \geq \eta$. Meanwhile, for each claim $Y$ occurring at time $s$, the reinsurer pays $\left.\left(1-u_{1}(t)\right)\right) Y$ of the claim, and the cedent pays the rest. $u_{1}(s) \in(1,+\infty)$ corresponds to acquiring new business. $u_{2}(s) \geq 0$ represents the amount invested in the risky stock at time $s$. The dollar amount invested in the bond at time $s$ is $X^{x_{0}, e_{0}, u(\cdot)}(s)-u_{2}(s)$, where $X^{x_{0}, e_{0}, u(\cdot)}(\cdot)$ is the wealth process associated with strategy $u(\cdot)$ and the initial states $\left(x_{0}, e_{i_{0}}\right), u_{3}(s)$ represents the consumption rate at time $s \in[0, T]$. Thus, incorporating reinsurance/new business, and investment strategies into the surplus process and the risky asset, respectively. As time evolves, we consider the evolution of the controlled stochastic differential equation parametrized by $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \chi$ and satisfied by $X(\cdot)$ : for $s \in[0, T]$,

$$
\left\{\begin{align*}
d X(s)= & \left\{r_{0}(s, \alpha(s)) X(s)+\left(\delta+\theta_{0} u_{1}(s)\right) \lambda \mu_{Y}+r(s, \alpha(s)) u_{2}(s)\right\} d s  \tag{4.5}\\
& -u_{3}(s) d s+\beta_{0} u_{1}(s) d W^{1}(s)+\beta(s, \alpha(s)) u_{2}(s) d W^{2}(s) \\
& -u_{1}(s-) \int_{0}^{+\infty} z \tilde{N}_{\alpha}^{1}(d s, d z)+u_{2}(s-) \int_{-1}^{+\infty} z \tilde{N}_{\alpha}^{2}(d s, d z) \\
X(t)= & \xi, \alpha(t)=e_{i},
\end{align*}\right.
$$

where $r(s, \alpha(s))=\left(\sigma(s, \alpha(s))-r_{0}(s, \alpha(s))\right)$ and $\delta=\eta-\theta_{0}$. Then, for any $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \chi$ the mean-variance-utility consumptioninvestment and reinsurance optimization problem is reduced to maximization of the utility function $J\left(t, \xi, e_{i} ; \cdot\right)$ given by

$$
\begin{align*}
J\left(t, \xi, e_{i} ; u(\cdot)\right)= & \mathbb{E}\left[\int_{t}^{T} \frac{1}{2} h(s-t) u_{3}(s)^{2} d s+\frac{1}{2} \operatorname{Var}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right. \\
& \left.-\left(\mu_{1} \xi+\mu_{2}\right) \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right] \tag{4.6}
\end{align*}
$$

subject to (4.5), where $h(\cdot):[0, T] \rightarrow \mathbb{R}$ is a general deterministic nonexponential discount function satisfying $h(0)=1, h(s)>0 d s$-a.e. and $\int_{0}^{T} h(s) d s<\infty$. In this paper we consider general discount functions satisfying the above assumptions. Some possible examples of discount functions are considered in the literatures [42] and [10].
Remark 15. Similar to [19] and [21], due to the presence of the observable random factor $\alpha(\cdot)$, we consider the expectation of a conditional mean-variance criterion in the above cost functional. This is different from the mean-variance portfolio selection problem with regime switching considered in [41] and [5]. In [21], a conditional mean-variance portfolio selection problem with common noise is proposed and solved using the linear-quadratic optimal control of the conditional McKean-Vlasov equation with random coefficients and dynamic programming approach.

With $n=1, p=l=m=3$, the optimal control problem associated with (4.5) and (4.6) is equivalent to maximization of

$$
\begin{align*}
J\left(t, \xi, e_{i} ; u(.)\right)= & \mathbb{E}\left[\int_{t}^{T} \frac{1}{2}\left\langle h(s-t) \Gamma^{\top} \Gamma u(s), u(s)\right\rangle d s+\frac{1}{2} \operatorname{Var}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right. \\
& \left.-\left(\mu_{1} \xi+\mu_{2}\right) \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right] \tag{4.7}
\end{align*}
$$

subject to (2.1). Here $A=r_{0}(s, \alpha(s)), B=\left(\begin{array}{cc}\lambda \mu_{Y} \theta_{0} & r(s, \alpha(s))\end{array}-1\right), b=$ $\delta \lambda \mu_{Y}, D_{1}=\left(\begin{array}{ccc}\beta_{0} & 0 & 0\end{array}\right), D_{2}=\left(\begin{array}{ccc}0 & \beta(s, \alpha(s)) & 0\end{array}\right), Q=0, \bar{Q}=0, F_{1}(z)=$ $\left(\begin{array}{lll}-z 1_{(0, \infty)}(z) & 0 & 0\end{array}\right), F_{2}(z)=\left(\begin{array}{lll}0 & z 1_{(-1, \infty)}(z) & 0\end{array}\right), \Gamma=\left(\begin{array}{ccc}0 & 0 & 1\end{array}\right)$, $R(t, s)=h(s-t) \Gamma^{\top} \Gamma, G=1, \bar{G}=-1, C_{i}=0, \sigma_{i}=0, E_{k}(z)=0$ and $c_{k}(z)=0$. Thus, the above model is a special case of the general time-inconsistent LQ problem formulated earlier in this paper. Then we apply Corollary 12 and Theorem 13 to obtain the unique Nash equilibrium trading strategy. Define

$$
\begin{equation*}
\rho(s, \alpha(s)) \triangleq\left(\frac{\left(\lambda \mu \mu_{Y} \theta_{0}\right)^{2}}{\left(\beta_{0}^{2}+\int_{0}^{+\infty} z^{2} \theta_{\alpha}^{1}(d z)\right)}+\frac{r(s, \alpha(s))^{2}}{\left(\beta(s, \alpha(s))^{2}+\int_{-1}^{+\infty} z^{2} \theta_{\alpha}^{2}(d z)\right)}\right) . \tag{4.8}
\end{equation*}
$$

Then the system (3.23) reduced to the following: for $s \in[0, T]$,

$$
\left\{\begin{array}{l}
M^{\prime}\left(s, e_{i}\right)+M\left(s, e_{i}\right)\left(2 r_{0}\left(s, e_{i}\right)-\Upsilon\left(s, e_{i}\right)+\lambda_{i i}\right)-\rho\left(s, e_{i}\right) \Upsilon\left(s, e_{i}\right)  \tag{4.9}\\
\quad+\sum_{j \neq i}^{d} \lambda_{i j} M\left(s, e_{j}\right)=0, \\
\bar{M}^{\prime}\left(s, e_{i}\right)+\bar{M}\left(s, e_{i}\right)\left(2 r_{0}\left(s, e_{i}\right)-\Upsilon\left(s, e_{i}\right)+\lambda_{i i}\right)-\rho\left(s, e_{i}\right) \Upsilon\left(s, e_{i}\right) \\
\quad+\sum_{j \neq i}^{d} \lambda_{i j} \bar{M}\left(s, e_{j}\right)=0, \\
\Upsilon^{\prime}\left(s, e_{i}\right)+\Upsilon\left(s, e_{i}\right)\left(r_{0}\left(s, e_{i}\right)+\lambda_{i i}\right)+\sum_{j \neq i}^{d} \lambda_{i j} \Upsilon\left(s, e_{j}\right)=0, \\
\\
\varphi^{\prime}\left(s, e_{i}\right)+\varphi\left(s, e_{i}\right)\left(r_{0}\left(s, e_{i}\right)+\lambda_{i i}\right)+\sum_{j \neq i}^{d} \lambda_{i j} \varphi\left(s, e_{j}\right)=0, \\
M\left(T, e_{i}\right)=1, \bar{M}\left(T, e_{i}\right)=-1, \Upsilon\left(T, e_{i}\right)=-\mu_{1}, \varphi\left(T, e_{i}\right)=-\mu_{2}
\end{array}\right.
$$

By standard arguments, we obtain, for $s \in[0, T]$ and $e_{i} \in \mathcal{X}$,

$$
\begin{aligned}
M\left(s, e_{i}\right)= & e^{\int_{s}^{T}\left(2 r_{0}\left(\tau, e_{i}\right)-\Upsilon\left(\tau, e_{i}\right)+\lambda_{i i}\right) d \tau} \\
& \left(1+\int_{s}^{T} e^{-\int_{\tau}^{T}\left(2 r_{0}\left(u, e_{i}\right)-\Upsilon\left(u, e_{i}\right)+\lambda_{i i}\right) d u}\left\{-\rho\left(\tau, e_{i}\right) \Upsilon\left(\tau, e_{i}\right)\right.\right. \\
& \left.\left.+\sum_{j \neq i}^{d} \lambda_{i j} M\left(\tau, e_{j}\right)\right\} d \tau\right), \\
= & \bar{M}\left(s, e_{i}\right),
\end{aligned}
$$

also we have, for $e_{i} \in \mathcal{X}$,

$$
\begin{aligned}
\Upsilon\left(s, e_{i}\right)= & e^{\int_{s}^{T}\left(r_{0}\left(\tau, e_{i}\right)+\lambda_{i i}\right) d \tau} \\
& \times\left(-\mu_{1}+\int_{s}^{T} e^{\int_{\tau}^{T}-\left(r_{0}\left(u, e_{i}\right)+\lambda_{i i}\right) d u} \sum_{j \neq i}^{d} \lambda_{i j} \Upsilon\left(\tau, e_{j}\right) d \tau\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi\left(s, e_{i}\right)= & e^{\int_{s}^{T}\left(r_{0}\left(\tau, e_{i}\right)+\lambda_{i i}\right) d \tau} \\
& \times\left(-\mu_{2}+\int_{s}^{T} e^{\int_{\tau}^{T}-\left(r_{0}\left(u, e_{i}\right)+\lambda_{i i}\right) d u} \sum_{j \neq i}^{d} \lambda_{i j} \varphi\left(\tau, e_{j}\right) d \tau\right)
\end{aligned}
$$

In view of Theorem 13, the Nash equilibrium control (3.25) gives, for $s \in[0, T]$,

$$
\begin{align*}
& \hat{u}_{1}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{\left(\lambda \mu_{Y} \theta_{0}\right)}{\left(\beta_{0}^{2}+\int_{0}^{+\infty} z^{2} \theta_{\alpha}^{1}(d z)\right)}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right),  \tag{4.10}\\
& \hat{u}_{2}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{r\left(s, e_{i}\right)}{\left(\beta\left(s, e_{i}\right)^{2}+\int_{-1}^{+\infty} z^{2} \theta_{\alpha}^{2}(d z)\right)}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right),  \tag{4.11}\\
& \hat{u}_{3}(s)=\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle\left(\Upsilon\left(s, e_{i}\right) \hat{X}(s)+\varphi\left(s, e_{i}\right)\right), \tag{4.12}
\end{align*}
$$

where $\forall\left(s, e_{i}\right) \in[0, T] \times \mathcal{X}$

$$
\begin{equation*}
\Phi_{1}\left(s, e_{i}\right)=\frac{e^{\int_{s}^{T}\left(-r_{0}\left(\tau, e_{i}\right)+\Upsilon\left(\tau, e_{i}\right)\right) d \tau}\left(-\mu_{1}+\int_{s}^{T} e^{\int_{\tau}^{T}-\left(r_{0}\left(u, e_{i}\right)+\lambda_{i i}\right) d u} \sum_{j \neq i}^{d} \lambda_{i j} \Upsilon\left(\tau, e_{j}\right) d \tau\right)}{1+\int_{s}^{T} e^{-\int_{\tau}^{T}\left(2 r_{0}\left(u, e_{i}\right)-\Upsilon\left(u, e_{i}\right)+\lambda_{i i}\right) d u}\left\{-\rho\left(\tau, e_{i}\right) \Upsilon\left(\tau, e_{i}\right)+\sum_{j \neq i}^{d} \lambda_{i j} M\left(\tau, e_{j}\right)\right\} d \tau} \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{2}\left(s, e_{i}\right)=\frac{e^{\int_{s}^{T}\left(-r_{0}\left(\tau, e_{i}\right)+\Upsilon\left(\tau, e_{i}\right)\right) d \tau}\left(-\mu_{2}+\int_{s}^{T} e^{\int_{\tau}^{T}-\left(r_{0}\left(u, e_{i}\right)+\lambda_{i i}\right) d u} \sum_{j \neq i}^{d} \lambda_{i j} \varphi\left(\tau, e_{j}\right) d \tau\right)}{1+\int_{s}^{T} e^{-\int_{\tau}^{T}\left(2 r_{0}\left(u, e_{i}\right)-\Upsilon\left(u, e_{i}\right)+\lambda_{i i}\right) d u}\left\{-\rho\left(\tau, e_{i}\right) \Upsilon\left(\tau, e_{i}\right)+\sum_{j \neq i}^{d} \lambda_{i j} M\left(\tau, e_{j}\right)\right\} d \tau} . \tag{4.14}
\end{equation*}
$$

The conditional expectation of the corresponding equilibrium wealth process solves the equation

$$
\left\{\begin{array}{l}
d \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right]=\left\{\mathcal{P}_{1}(s, \alpha(s)) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right]+\mathcal{P}_{2}(s, \alpha(s))\right\} d s, \\
\mathbb{E}\left[\hat{X}(0) \mid \mathcal{F}_{T}^{\alpha}\right]=x_{0}
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
\mathcal{P}_{1}(s, \alpha(s))=r_{0}(s, \alpha(s))-\rho(s, \alpha(s)) \Phi_{1}(s, \alpha(s))-\Upsilon(s, \alpha(s)) \\
\mathcal{P}_{2}(s, \alpha(s))=-\rho(s, \alpha(s)) \Phi_{2}(s, \alpha(s))-\varphi(s, \alpha(s))+b(s, \alpha(s))
\end{array}\right.
$$

Technical computations show that

$$
\left\{\begin{aligned}
d \mathbb{E}\left[\hat{X}(s)^{2} \mid \mathcal{F}_{T}^{\alpha}\right]= & \left(\left\{2 \mathcal{P}_{1}(s, \alpha(s))+\mathcal{P}_{3}(s, \alpha(s))\right\} \mathbb{E}\left[\hat{X}(s)^{2} \mid \mathcal{F}_{T}^{\alpha}\right]\right. \\
& +2\left(\mathcal{P}_{2}(s, \alpha(s))+\mathcal{P}_{4}(s, \alpha(s))\right) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right] \\
& \left.+\mathcal{P}_{5}(s, \alpha(s))\right) d s, \\
\mathbb{E}\left[\hat{X}(0)^{2} \mid \mathcal{F}_{T}^{\alpha}\right]= & x_{0}^{2},
\end{aligned}\right.
$$

and

$$
\left\{\begin{aligned}
& d \operatorname{Var}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right] \\
&=\left\{2 \mathcal{P}_{1}(s, \alpha(s)) \operatorname{Var}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right]+\mathcal{P}_{3}(s, \alpha(s)) \mathbb{E}\left[\hat{X}(s)^{2} \mid \mathcal{F}_{T}^{\alpha}\right]\right. \\
&\left.+2 \mathcal{P}_{4}(s, \alpha(s)) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right]+\mathcal{P}_{5}(s, \alpha(s))\right\} d s,
\end{aligned}\right\} \begin{aligned}
& \operatorname{Var}\left[\hat{X}(0) \mid \mathcal{F}_{T}^{\alpha}\right]=0,
\end{aligned}
$$

where

$$
\left\{\begin{array}{l}
\mathcal{P}_{3}(s, \alpha(s))=\rho(s, \alpha(s)) \Phi_{1}(s, \alpha(s))^{2} \\
\mathcal{P}_{4}(s, \alpha(s))=\rho(s, \alpha(s)) \Phi_{1}(s, \alpha(s)) \Phi_{2}(s, \alpha(s)), \\
\mathcal{P}_{5}(s, \alpha(s))=\rho(s, \alpha(s)) \Phi_{2}(s, \alpha(s))^{2}
\end{array}\right.
$$

Then

$$
\begin{aligned}
\mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right]= & \sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle e^{\int_{0}^{s}} \mathcal{P}_{1}\left(\tau, e_{i}\right) d \tau \\
& \times\left(x_{0}+\int_{0}^{s} e^{\int_{0}^{\tau}-\mathcal{P}_{1}\left(u, e_{i}\right) d u} \mathcal{P}_{2}\left(\tau, e_{i}\right) d \tau\right) \\
\mathbb{E}\left[\hat{X}(s)^{2} \mid \mathcal{F}_{T}^{\alpha}\right]= & \sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle e^{\int_{0}^{s}\left\{2 \mathcal{P}_{1}\left(\tau, e_{i}\right)+\mathcal{P}_{3}\left(\tau, e_{i}\right)\right\} d \tau} \\
& \times\left\{x_{0}^{2}+\int_{0}^{s} e^{\int_{0}^{\tau}-\left\{2 \mathcal{P}_{1}\left(u, e_{i}\right)+\mathcal{P}_{3}\left(u, e_{i}\right)\right\} d u}\right. \\
& \left.\times\left(2\left(\mathcal{P}_{2}\left(\tau, e_{i}\right)+\mathcal{P}_{4}\left(\tau, e_{i}\right)\right) \mathbb{E}\left[\hat{X}(\tau) \mid \mathcal{F}_{T}^{\alpha}\right]+\mathcal{P}_{5}\left(\tau, e_{i}\right)\right) d \tau\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{Var}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right] \\
& =\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle e^{\int_{0}^{s}} 2 \mathcal{P}_{1}\left(\tau, e_{i}\right) d \tau \\
& \quad \int_{0}^{s} e^{\int_{0}^{\tau}-2 \mathcal{P}_{1}\left(u, e_{i}\right) d u}\left\{\mathcal{P}_{3}\left(\tau, e_{i}\right) \mathbb{E}\left[\hat{X}(\tau)^{2} \mid \mathcal{F}_{T}^{\alpha}\right]\right. \\
& \left.\quad+2 \mathcal{P}_{4}\left(\tau, e_{i}\right) \mathbb{E}\left[\hat{X}(\tau) \mid \mathcal{F}_{T}^{\alpha}\right]+\mathcal{P}_{5}\left(\tau, e_{i}\right)\right\} d \tau
\end{aligned}
$$

Hence the objective function value for the equilibrium trading strategy $\hat{u}(\cdot)$ is

$$
\left.\left.\begin{array}{rl}
J(0, & \left.x_{0}, e_{i_{0}} ; \hat{u}(\cdot)\right) \\
= & \mathbb{E}\left[\sum _ { i = 1 } ^ { d } \langle \alpha ( T ) , e _ { i } \rangle \left\{\int_{0}^{T} \frac{1}{2} h(s)\left(\Upsilon\left(s, e_{i}\right) \hat{X}(s)+\varphi\left(s, e_{i}\right)\right)^{2} d s\right.\right. \\
& +\frac{1}{2} e^{\int_{0}^{T}} 2 \mathcal{P}_{1}\left(\tau, e_{i}\right) d \tau \\
& +2 \mathcal{P}_{4}\left(\tau, e_{i}\right) \mathbb{E}\left[\hat{X}(\tau) \mid \mathcal{F}_{T}^{\alpha}\right]+2 \mathcal{P}_{1}\left(u, e_{i}\right) d u
\end{array} \mathcal{P}_{5}\left(\tau, e_{3}\right)\right\} d \tau, e_{i}\right) \mathbb{E}\left[\hat{X}(\tau)^{2} \mid \mathcal{F}_{T}^{\alpha}\right] .
$$

### 4.2 Conditional mean-variance investment and reinsurance strategies

In this subsection, we will address a special case where the insurer does not take into account the consumption strategy. The objective is to maximize the conditional expectation of terminal wealth $\mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]$ and at the same time to minimize the conditional variance of the terminal wealth $\operatorname{Var}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]$, over controls $u(\cdot)$ valued in $\mathbb{R}^{2}$. Then, the mean-variance investment and reinsurance optimization problem is defined as minimizing the cost $J\left(t, \xi, e_{i} ; \cdot\right)$ given by

$$
\begin{equation*}
J\left(t, \xi, e_{i} ; u(\cdot)\right)=\frac{1}{2} \mathbb{E}\left[\operatorname{Var}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]-\left(\mu_{1} \xi+\mu_{2}\right) \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right] \tag{4.15}
\end{equation*}
$$

subject to, for $s \in[0, T]$,

$$
\left\{\begin{align*}
d X(s)= & \left\{r_{0}(s, \alpha(s)) X(s)+\left(\delta+\theta_{0} u_{1}(s)\right) \lambda \mu_{Y}+r(s, \alpha(s)) u_{2}(s)\right\} d s  \tag{4.16}\\
& +\beta_{0} u_{1}(s) d W^{1}(s)+\beta(s, \alpha(s)) u_{2}(s) d W^{2}(s) \\
& -u_{1}(s-) \int_{0}^{+\infty} z \tilde{N}_{\alpha}^{1}(d s, d z)+u_{2}(s-) \int_{-1}^{+\infty} z \tilde{N}_{\alpha}^{2}(d s, d z) \\
X(t)= & \xi, \alpha(t)=e_{i},
\end{align*}\right.
$$

where $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \chi$ and $u(\cdot)=\left(u_{1}(\cdot), u_{2}(\cdot)\right)^{\top}$ is an admissible trading strategy.

In this case, the equilibrium strategy given by the expressions (4.10) and (4.11) changes to, for $s \in[0, T]$,

$$
\begin{align*}
& \hat{u}_{1}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{\left(\lambda \mu_{Y} \theta_{0}\right)}{\left(\beta_{0}^{2}+\int_{0}^{+\infty} z^{2} \theta_{\alpha}^{1}(d z)\right)}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right),  \tag{4.17}\\
& \hat{u}_{2}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{r\left(s, e_{i}\right)}{\left(\beta\left(s, e_{i}\right)^{2}+\int_{-1}^{+\infty} z^{2} \theta_{\alpha}^{2}(d z)\right)}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right), \tag{4.18}
\end{align*}
$$

where $\forall\left(s, e_{i}\right) \in[0, T] \times \mathcal{X}$

$$
\begin{align*}
& \Phi_{1}\left(s, e_{i}\right)=\frac{e^{\int_{s}^{T}-r_{0}\left(\tau, e_{i}\right) d \tau}\left(-\mu_{1}+\int_{s}^{T} e^{\int_{\tau}^{T}-r_{0}\left(u, e_{i}\right) d u} \sum_{j \neq i}^{d} \lambda_{i j} \Upsilon\left(\tau, e_{j}\right) d \tau\right)}{1+\int_{s}^{T} e^{-\int_{\tau}^{T}\left(2 r_{0}\left(u, e_{i}\right)+\lambda_{i i}\right) d u}\left\{-\rho\left(\tau, e_{i}\right) \Upsilon\left(\tau, e_{i}\right)+\sum_{j \neq i}^{d} \lambda_{i j} M\left(\tau, e_{j}\right)\right\} d \tau},  \tag{4.19}\\
& \Phi_{2}\left(s, e_{i}\right)=\frac{e^{\int_{s}^{T}-r_{0}\left(\tau, e_{i}\right) d \tau}\left(-\mu_{2}+\int_{s}^{T} e^{\int_{\tau}^{T}-r_{0}\left(u, e_{i}\right) d u} \sum_{j \neq i}^{d} \lambda_{i j} \varphi\left(\tau, e_{j}\right) d \tau\right)}{1+\int_{s}^{T} e^{-\int_{\tau}^{T}\left(2 r_{0}\left(u, e_{i}\right)+\lambda_{i i}\right) d u}\left\{-\rho\left(\tau, e_{i}\right) \Upsilon\left(\tau, e_{i}\right)+\sum_{j \neq i}^{d} \lambda_{i j} M\left(\tau, e_{j}\right)\right\} d \tau} . \tag{4.20}
\end{align*}
$$

Numerical example. In this section, by providing some numerical examples, we demonstrate the validity and good performance of our proposed study in solving the mean-variance problem with the Markov switching. For simplicity, let us consider Equation (4.16) in which the Markov chain takes two possible states $e_{1}=1$ and $e_{2}=2$, i.e. $\chi=\{1,2\}$, with the generator of the Markov chain being

$$
\mathcal{H}=\left(\begin{array}{cc}
2 & -2 \\
-4 & 4
\end{array}\right)
$$

and the initial condition $X(0)=1.1$. For illustration purpose, we assume the finite time horizon is given as $T=60$ and that the coefficients of the dynamic equation are given below

|  | $r_{0}(\alpha(t))$ | $r(\alpha(t))$ | $\beta(\alpha(t))$ | $\delta$ | $\theta_{0}$ | $\beta_{0}$ | $\lambda$ | $\mu_{Y}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha(t)=1$ | 0.35 | 0.20 | 0.30 | 0.09 | 1.5 | 0.5 | 0.65 | 0.6 |
| $\alpha(t)=2$ | 0.40 | 0.25 | 0.55 | 0.09 | 1.5 | 0.5 | 0.65 | 0.6 |

We consider the cost function defined by Equation (4.15) with $\mu_{1}=\mu_{2}=1$. Without loss of generality we use the notation $\mathbf{E}[\mathbf{X}(\mathbf{t}, \mathbf{i})]$ for $\mathbb{E}\left[\hat{X}(t) \mid \mathcal{F}_{T}^{i}\right]$ where $i=1,2$ and $\alpha$.


Fig. 1. The state change of the Markov chain
Figure 1 depicts the state change of the Markov chain $\alpha(\cdot)$ between 0 and 60 units of time, where the initial state is assume to be $\alpha(0)=1$.


Fig. 2. Expected equilibrium wealth in the three modes for $i=1,2$ and alpha


Fig. 3. Trajectories of the equilibrium wealth correspond to the Markov chain

Figure 2 presents the curves of the different state trajectories of the equilibrium expected wealth $\mathbf{E}[\mathbf{X}(\mathbf{t}, \mathbf{i})]$, in the three mods: $i=1, i=2$ and $i=\alpha(t)$. By using Matlab's advanced ODE solvers (particularly the function ode45) and Markov chain $\alpha(\cdot)$, we can achieve trajectories of $\mathbf{E}[\mathbf{X}(\mathbf{t}, \mathbf{1})], \mathbf{E}[\mathbf{X}(\mathbf{t}, \mathbf{2})]$ and $\mathbf{E}[\mathbf{X}(\mathbf{t}, \alpha(t))]$ and their graphs: the dashed blue line is the graph of $\mathbf{E}[\mathbf{X}(\mathbf{t}, \mathbf{1})]$, the continuous brown line is the graph of $\mathbf{E}[\mathbf{X}(\mathbf{t}, \mathbf{2})]$, and the solid black line is the graph of $\mathbf{E}[\mathbf{X}(\mathbf{t}, \alpha(t))]$, whose values are switched between the dashed blue line and the continuous brown line.

Figure 3 shows the state trajectory of the equilibrium wealth $X(\cdot)$. In fact, when $\alpha(0)=1, \mathrm{X}(0)=1.1$ is the initial state trajectory. Then the values are also switched between two paths which are the trajectories of the equilibrium wealth corresponding to the different states of the Markov chain: $\alpha(t)=1$ and $\alpha(t)=2$. As a result, by
comparing with Figure 1, we can clearly see how the Markovian switching influences the overall behavior of the state trajectories of the equilibrium wealth.

### 4.3 Special cases and relationship to other works

### 4.3.1 Classical Cramér-Lundberg model

Now, assume that the insurer's surplus is modelled by the classical Cramér-Lundberg (CL) model (i.e. the model (4.2) with $\beta_{0}=0$ ), and that the financial market consists of one risk-free asset whose price process is given by (4.3), and only one risky asset whose price process does not have jumps and is modelled by a diffusion process (i.e. the model (4.4) with $z=0, d s$-a.e.). Then the dynamics of the wealth process $X(\cdot)=$ $X^{t, \xi, e_{i}}(\cdot ; u(\cdot))$ which corresponds to an admissible strategy $u(\cdot)=\left(u_{1}(\cdot), u_{2}(\cdot)\right)^{\top}$ and initial triplet $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \mathcal{X}$ can be described, for $s \in[t, T]$, by

$$
\left\{\begin{align*}
d X(s)= & \left\{r_{0}(s, \alpha(s)) X(s)+\left(\delta+\theta_{0} u_{1}(s)\right) \lambda \mu_{Y}+r(s, \alpha(s)) u_{2}(s)\right\} d s  \tag{4.21}\\
& +\beta(s, \alpha(s)) u_{2}(s) d W^{2}(s)-u_{1}(s-) \int_{0}^{+\infty} z \tilde{N}_{\alpha}^{1}(d s, d z) \\
X(t)= & \xi, \alpha(t)=e_{i}
\end{align*}\right.
$$

We derive the equilibrium strategy which is described for the following two cases.
Case 1: $\mu_{1}=0$. We suppose that $\mu_{1}=0$ and $\mu_{2}=\frac{1}{\gamma}$, such that $\gamma>0$. Then the minimization problem (4.15) reduces to

$$
\begin{equation*}
\min J\left(t, \xi, e_{i} ; u(\cdot)\right)=\mathbb{E}\left[\frac{1}{2} \operatorname{Var}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]-\frac{1}{\gamma} \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right] \tag{4.22}
\end{equation*}
$$

subject to $u(\cdot) \in \mathcal{L}_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{2}\right)$, where $X(\cdot)=X^{t, \xi, e_{i}}(\cdot ; u(\cdot))$ satisfies (4.21), for every $\left(t, x_{t}, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \chi$. In this case the equilibrium reinsurance-investment strategy given by (4.17) and (4.18) for $s \in[0, T]$ becomes

$$
\begin{align*}
& \hat{u}_{1}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{\left(\lambda \mu_{Y} \theta_{0}\right)}{\int_{0}^{+\infty} z^{2} \theta_{\alpha}^{1}(d z)}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right),  \tag{4.23}\\
& \hat{u}_{2}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{r\left(s, e_{i}\right)}{\beta\left(s, e_{i}\right)^{2}}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right), \tag{4.24}
\end{align*}
$$

where $\Phi_{1}\left(s, e_{i}\right)$ and $\Phi_{2}\left(s, e_{i}\right)$ are given by (4.19) and (4.20) for $\mu_{1}=0$ and $\mu_{2}=\frac{1}{\gamma}$.
In the absence of the Markov chain, i.e. when $d=1, \ell(s, \alpha(s)) \equiv \ell(s)$ for $\ell=r_{0}, r$ and $\beta$, the equilibrium solution (4.23) and (4.24) for $s \in[0, T]$ reduces to

$$
\begin{aligned}
& \hat{u}_{1}(s)=\frac{\left(\lambda \mu_{Y} \theta_{0}\right) e^{\int_{s}^{T}-r_{0}(\tau) d \tau}}{\gamma\left(\int_{0}^{+\infty} z^{2} \theta^{1}(d z)\right)} \\
& \hat{u}_{2}(s)=\frac{r(s) e^{\int_{s}^{T}-r_{0}(\tau) d \tau}}{\gamma \beta(s)^{2}} .
\end{aligned}
$$

It is worth pointing out that the above equilibrium solutions are identical to the ones found in Zeng and Li [43] by solving some extended HJB equations.

Case 2: $\mu_{2}=0$. Now, suppose that $\mu_{1}=\frac{1}{\gamma}$ and $\mu_{2}=0$, such that $\gamma>0$. Then the minimization problem (4.15) reduces to

$$
\min J\left(t, \xi, e_{i} ; u(\cdot)\right)=\mathbb{E}\left[\frac{1}{2} \operatorname{Var}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]-\frac{\xi}{\gamma} \mathbb{E}\left[X(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right],
$$

for any $\left(t, x_{t}, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \chi$. This is the case of the meanvariance problem with state dependent risk aversion. For this case the equilibrium reinsurance-investment strategy given by (4.17) and (4.18) for $s \in[0, T]$, reduces to

$$
\begin{align*}
& \hat{u}_{1}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{\left(\lambda \mu_{Y} \theta_{0}\right)}{\int_{0}^{+\infty} z^{2} \theta_{\alpha}^{1}(d z)}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right),  \tag{4.25}\\
& \hat{u}_{2}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{r\left(s, e_{i}\right)}{\beta\left(s, e_{i}\right)^{2}}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right), \tag{4.26}
\end{align*}
$$

where $\Phi_{1}\left(s, e_{i}\right)$ and $\Phi_{2}\left(s, e_{i}\right)$ are given by (4.19) and (4.20) for $\mu_{1}=\frac{1}{\gamma}$ and $\mu_{2}=0$.

In the absence of the Markov chain the equilibrium solution reduces for $s \in[0, T]$ to

$$
\begin{align*}
& \hat{u}_{1}(s)=\frac{\left(\lambda \mu_{Y} \theta_{0}\right) e^{\int_{s}^{T}-r_{0}(\tau) d \tau} \hat{X}(s)}{\left(\int_{0}^{+\infty} z^{2} \theta^{1}(d z)\right)\left(\gamma+\int_{s}^{T} e^{-\int_{\tau}^{T} r_{0}(u) d u} \rho(\tau) d \tau\right)},  \tag{4.27}\\
& \hat{u}_{2}(s)=\frac{r(s) e^{\int_{s}^{T}-r_{0}(\tau) d \tau} \hat{X}(s)}{\beta(s)^{2}\left(\gamma+\int_{s}^{T} e^{-\int_{\tau}^{T} r_{0}(u) d u} \rho(\tau) d \tau\right)} . \tag{4.28}
\end{align*}
$$

The equilibrium reinsurance-investment solution presented above is comparable to that found in Li and Li [17] in which the equilibrium is however defined within the class of feedback controls. Note that in [17] the authors adopted the approach developed by Björk et al. [4] and they have obtained feedback equilibrium solutions via some well posed integral equations.

### 4.3.2 The investment only

In this subsection, we consider the investment-only optimization problem. In this case the insurer does not purchase reinsurance or acquire new business, which means that $u_{1}(s) \equiv 1$, and his consumption is not taken into account. We assume that the financial market consists of one risk-free asset whose price process is given by (4.3), and only one risky asset whose price process does not have jumps. A trading strategy $u(\cdot)$ reduces to a one-dimensional stochastic processes $u_{2}(\cdot)$ in this case, where $u_{2}(s)$ represents the amount invested in the risky stock at time $s$. The dynamics of the wealth
process $X(\cdot)$ which corresponds to an admissible investment strategy $u_{2}(\cdot)$ and initial triplet $\left(t, \xi, e_{i}\right) \in[0, T] \times \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}^{\alpha}, \mathbb{P} ; \mathbb{R}\right) \times \mathcal{X}$ can be described by

$$
\left\{\begin{aligned}
d X(s)= & \left\{r_{0}(s, \alpha(s)) X(s)+\delta \lambda \mu_{Y}+r(s, \alpha(s)) u_{2}(s)\right\} d s+\beta_{0} d W^{1}(s) \\
& +\beta(s, \alpha(s)) u_{2}(s) d W^{2}(s)-\int_{0}^{+\infty} z \tilde{N}_{\alpha}^{1}(d s, d z), \text { for } s \in[t, T], \\
X(t)= & \xi, \alpha(t)=e_{i} .
\end{aligned}\right.
$$

Similar to the previous subsection, for the investment-only case we derive the equilibrium strategy which is described in the following two cases.

Case 1: $\mu_{1}=0$. We suppose that $\mu_{1}=0$ and $\mu_{2}=\frac{1}{\gamma}$, such that $\gamma>0$. In this case the equilibrium investment strategy given by (4.17) becomes

$$
\hat{u}_{2}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{r\left(s, e_{i}\right)}{\beta\left(s, e_{i}\right)^{2}}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right), s \in[0, T]
$$

where $\Phi_{1}\left(s, e_{i}\right)$ and $\Phi_{2}\left(s, e_{i}\right)$ are given by (4.19) and (4.20) for $\mu_{1}=0$ and $\mu_{2}=$ $\frac{1}{\gamma}$.

In the absence of the Markov chain the equilibrium solution reduces to

$$
\hat{u}_{2}(s)=\frac{r(s) e^{\int_{s}^{T}-r_{0}(\tau) d \tau}}{\gamma \beta(s)^{2}}, s \in[0, T] .
$$

This essentially covers the solution obtained by Björk and Murgoci [3] by solving some extended HJB equations.

Case 2: $\mu_{2}=0$. Now, suppose that $\mu_{1}=\frac{1}{\gamma}$ and $\mu_{2}=0$, such that $\gamma>0$. This is the case of the mean-variance problem with state-dependent risk aversion. For this case the equilibrium investment strategy given by (4.17) reduces to

$$
\hat{u}_{2}(s)=-\sum_{i=1}^{d}\left\langle\alpha(s-), e_{i}\right\rangle \frac{r\left(s, e_{i}\right)}{\beta\left(s, e_{i}\right)^{2}}\left(\Phi_{1}\left(s, e_{i}\right) \hat{X}(s)+\Phi_{2}\left(s, e_{i}\right)\right), s \in[0, T]
$$

where $\Phi_{1}\left(s, e_{i}\right)$ and $\Phi_{2}\left(s, e_{i}\right)$ are given by (4.19) and (4.20) for $\mu_{1}=\frac{1}{\gamma}$ and $\mu_{2}=0$.

In the absence of the Markov chain the equilibrium solution reduces to

$$
\hat{u}_{2}(s)=\frac{r(s) e^{\int_{s}^{T}-r_{0}(\tau) d \tau} \hat{X}(s)}{\beta(s)^{2}\left(\gamma+\int_{s}^{T} e^{-\int_{\tau}^{T} r_{0}(u) d u} \rho(\tau) d \tau\right)}, s \in[0, T] .
$$

This essentially covers the solution obtained by Hu et al. [15].

## 5 Conclusion

In this paper, we have considered a class of dynamic decision models of conditional time-inconsistent LQ type, under the effect of a Markovian regime-switching. We have employed the game theoretic approach to handle the time inconsistency. Throughout this study open-loop Nash equilibrium strategies are established as an alternative to optimal strategies. This was achieved using a stochastic system that includes a flow of forward-backward stochastic differential equations under equilibrium conditions. The inclusion of concrete examples in mathematical finance confirms the validity of our proposed study. The work may be developed in different ways:
(1) The methodology may be expanded, for example, to a non-Markovian framework, implying that the coefficients of the controlled SDE as well as the coefficients of the objective functional are random. The research on this topic is in progress and will be covered in our forthcoming paper.
(2) As the reviewer suggests, the model discussed in this paper may be extended to "progressive measurable" as an alternative of "predictable" control problem, and a research problem on how to obtain the corresponding state feedback equilibrium strategy is a very interesting and challenging one (see [29] for more details). Some further investigations will be carried out in our future publications.
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## A Appendix

## A. 1 Proofs and technical results

As the coefficients are affected by a random Markov switching and since we consider a family of a continuum of random variables (conditional expectations) parametrized by $\varepsilon>0$, the limit in (3.2) is taken with any sequence $\left(\varepsilon_{n}\right)$ tending to 0 , not $\varepsilon$ tending to 0 , see Definition 4. Due to the uncountable cardinality of $\varepsilon>0$, the a.s. limit with respect to the whole $\varepsilon>0$ may not make sense and this is the reason of using $\varepsilon_{n}$ instead. We should consider a subsequence for the limit procedures in the proofs. To do so, we use the following lemma which was proved by Wang in [32], Lemma 3.3.
Lemma 16. If $f(\cdot)=\left(f_{1}(\cdot), \ldots, f_{m}(\cdot)\right) \in L_{\mathcal{F}}^{p}\left(0, T ; \mathbb{R}^{m}\right)$ with $m \in \mathbb{N}$ and $p>1$, then for $d t$-a.e., there exists a sequence $\left\{\varepsilon_{n}^{t}\right\}_{n \in \mathbb{N}} \subset(0, T-t)$ depending on $t$ such that $\lim _{n \rightarrow \infty} \varepsilon_{n}^{t}=0$ and

$$
\lim _{n \rightarrow \infty} \frac{1}{\varepsilon_{n}^{t}} \mathbb{E}\left[\int_{t}^{t+\varepsilon_{n}^{t}}\left|f_{i}(s)-f_{i}(t)\right|^{p} d s\right]=0, \text { for } i=1, \ldots, m, d \mathbb{P} \text {-a.s. }
$$

Proof of Lemma 5. It is clear that $\phi(s, \alpha(s))$ is invertible for $\forall s \in[0, T]$. We denote by $\phi(s, \alpha(s))^{-1}$ the inverse of $\phi(s, \alpha(s))$. Define for $t \in[0, T]$ and $s \in[t, T]$ the process

$$
\begin{aligned}
\bar{p}(s ; t) \equiv & -\phi(s, \alpha(s)) p(s ; t)-\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]-\mu_{1} \hat{X}(t)-\mu_{2} \\
& -\int_{s}^{T} \phi(\tau, \alpha(\tau)) \bar{Q} \mathbb{E}\left[\hat{X}(\tau) \mid \mathcal{F}_{\tau}^{\alpha}\right] d \tau
\end{aligned}
$$

and $\left(\bar{q}_{i}(s ; t), \bar{r}_{k}(s, z ; t), \bar{l}_{j}(s ; t)\right)=-\phi(s, \alpha(s))\left(q_{i}(s ; t), r_{k}(s, z ; t), l_{j}(s ; t)\right)$, for $i=1,2, \ldots, p ; k=1,2, \ldots, l$ and $j=1,2, \ldots, d$. Then for any $t \in[0, T]$, in the interval $[t, T]$, the 4-tuple $(\bar{p}(\cdot ; t), \bar{q}(\cdot ; t), \bar{r}(\cdot, \cdot ; t), \bar{l}(\cdot ; t))$ satisfies

$$
\left\{\begin{align*}
d \bar{p}(s ; t)= & -\left\{\sum_{i=1}^{p} \phi(s, \alpha(s)) C_{i}^{\top} \phi(s, \alpha(s))^{-1} \bar{q}_{i}(s ; t)\right.  \tag{A.1}\\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} \phi(s, \alpha(s)) E_{k}(z)^{\top} \phi(s, \alpha(s))^{-1} \bar{r}_{k}(s, z ; t) \theta_{\alpha}^{k}(d z) \\
& +\phi(s, \alpha(s)) Q \hat{X}(s)\} d s+\sum_{i=1}^{p} \bar{q}_{i}(s ; t) d W^{i}(s) \\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} \bar{r}_{k}(s-, z ; t) \tilde{N}_{\alpha}^{k}(d s, d z)+\sum_{j=1}^{d} \bar{l}_{j}(s, t) d \tilde{\Phi}_{j}(s), \\
\bar{p}(T ; t)= & G \hat{X}(T) .
\end{align*}\right.
$$

Moreover, it is clear that for any $t_{1}, t_{2}, s \in[0, T]$ such that $0<t_{1}<t_{2}<s<T$, we have

$$
\begin{aligned}
& \left(\bar{p}\left(s ; t_{1}\right), \bar{q}_{i}\left(s ; t_{1}\right), \bar{r}_{k}\left(s, z ; t_{1}\right), \bar{l}_{j}\left(s ; t_{1}\right)\right) \\
& \quad=\left(\bar{p}\left(s ; t_{2}\right), \bar{q}_{i}\left(s ; t_{2}\right), \bar{r}_{k}\left(s, z ; t_{2}\right), \bar{l}_{j}\left(s ; t_{2}\right)\right)
\end{aligned}
$$

Hence, the solution $(\bar{p}(\cdot ; t), \bar{q}(\cdot ; t), \bar{r}(\cdot, \cdot ; t), \bar{l}(\cdot ; t))$ does not depend on $t$. Thus we denote the solution of (A.1) by $(\bar{p}(\cdot), \bar{q}(\cdot), \bar{r}(\cdot, \cdot), \bar{l}(\cdot))$.

We have then, for any $t \in[0, T]$ and $s \in[t, T]$,

$$
\begin{align*}
p(s ; t)= & -\phi(s, \alpha(s))^{-1}\left(\bar{p}(s)+\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]+\mu_{1} \hat{X}(t)+\mu_{2}\right. \\
& \left.+\int_{s}^{T} \phi(\tau, \alpha(\tau)) \bar{Q} \mathbb{E}\left[\hat{X}(\tau) \mid \mathcal{F}_{\tau}^{\alpha}\right] d \tau\right) \tag{A.2}
\end{align*}
$$

and $\left(q_{i}(s ; t), r_{k}(s, z ; t), l_{j}(s ; t)\right)=-\phi(s, \alpha(s))^{-1}\left(\bar{q}_{i}(s), \bar{r}_{k}(s, z), \bar{l}_{j}(s)\right)$ for $i=1,2, \ldots, p, k=1,2, \ldots, l$, and $j=1,2, \ldots, d$.

Proof of Lemma 8. From the representation (A.2) we have, for any $t \in[0, T]$ and $s \in[t, T]$,

$$
\begin{align*}
\mathcal{U}(s ; t)-\mathcal{U}(s ; s) & =B^{\top}[p(s ; t)-p(s ; s)] \\
& =B^{\top} \phi(s, \alpha(s))^{-1} \mu_{1}[\hat{X}(s)-\hat{X}(t)] . \tag{A.3}
\end{align*}
$$

Moreover, since $B$ and $\phi(s, \alpha(s))^{-1}$ are uniformly bounded, for any $a>0$, $t \in[0, T]$ and $\varepsilon \in(0, T-t)$, we obtain

$$
\begin{aligned}
& \mathbb{P}\left(\left|\frac{1}{\varepsilon} \mathbb{E}\left[\int_{t}^{t+\varepsilon} \mathcal{U}(s ; t) d s\right]-\frac{1}{\varepsilon} \mathbb{E}\left[\int_{t}^{t+\varepsilon} \mathcal{U}(s ; s) d s\right]\right| \geq a\right), \\
& \quad \leq \frac{1}{a} \mathbb{E}\left|\frac{1}{\varepsilon} \mathbb{E}\left[\int_{t}^{t+\varepsilon} \mathcal{U}(s ; t) d s\right]-\frac{1}{\varepsilon} \mathbb{E}\left[\int_{t}^{t+\varepsilon} \mathcal{U}(s ; s) d s\right]\right| d s, \\
& \quad \leq K \frac{1}{\varepsilon} \int_{t}^{t+\varepsilon} \mathbb{E}|\hat{X}(s)-\hat{X}(t)| d s=0,
\end{aligned}
$$

where the last equality is due to $\hat{X}(\cdot)$ being right-continuous with finite left limits.
Therefore

$$
\lim _{\varepsilon \downarrow 0} \mathbb{P}\left(\left|\frac{1}{\varepsilon} \mathbb{E}\left[\int_{t}^{t+\varepsilon} \mathcal{U}(s ; t) d s\right]-\frac{1}{\varepsilon} \mathbb{E}\left[\int_{t}^{t+\varepsilon} \mathcal{U}(s ; s) d s\right]\right| \geq a\right)=0 .
$$

Hence, for each $t$ there exists a sequence $\left(\varepsilon_{n}^{t}\right)_{n \geq 0} \subset(0, T-t)$ such that $\lim _{n \rightarrow \infty} \varepsilon_{n}^{t}=$ 0 and

$$
\lim _{n \rightarrow \infty}\left|\frac{1}{\varepsilon_{n}^{t}} \mathbb{E}\left[\int_{t}^{t+\varepsilon_{n}^{t}} \mathcal{U}(s ; t) d s\right]-\frac{1}{\varepsilon_{n}^{t}} \mathbb{E}\left[\int_{t}^{t+\varepsilon_{n}^{t}} \mathcal{U}(s ; s) d s\right]\right|=0, d \mathbb{P} \text {-a.s. }
$$

Moreover, we get from Lemma 16 that there exists a subsequence of $\left(\varepsilon_{n}^{t}\right)_{n \geq 0}$, which we also denote by $\left(\varepsilon_{n}^{t}\right)_{n \geq 0}$, such that

$$
\lim _{n \rightarrow \infty} \frac{1}{\varepsilon_{n}^{t}} \mathbb{E}\left[\int_{t}^{t+\varepsilon_{n}^{t}} \mathcal{U}(s ; s) d s\right]=\mathcal{U}(t ; t), d t \text {-a.e., } d \mathbb{P} \text {-a.s. }
$$

Proof of Lemma 10. Proceeding with standard arguments by using Gronwall's lemma and the moment inequalities for diffusion processes with jumps (see, e.g., Lemma 4.1 in [29]), we obtain (3.15) and (3.16).

Moreover, it follows from the dynamics of $y^{\varepsilon, v}(\cdot)$ in (3.13) that

$$
\mathbb{E}\left[y^{\varepsilon, v}(s) \mid \mathcal{F}_{s}^{\alpha}\right]=\int_{t}^{s} \mathbb{E}\left[A(r, \alpha(r)) y^{\varepsilon, v}(r) \mid \mathcal{F}_{r}^{\alpha}\right] d r
$$

for all $s \in[t, T]$. By setting $\Psi(s)=A(s, \alpha(s))$ in Lemma A. 1 in [30], we get for some positive constants $C$ that

$$
\begin{aligned}
\left|\int_{t}^{s} \mathbb{E}\left[A(r, \alpha(r)) y^{\varepsilon, v}(r) \mid \mathcal{F}_{r}^{\alpha}\right] d r\right|^{2} & \leq C \int_{t}^{s}\left|\mathbb{E}\left[A(r, \alpha(r)) y^{\varepsilon, v}(r) \mid \mathcal{F}_{r}^{\alpha}\right]\right|^{2} d r, \\
& \leq C \varepsilon \xi(\varepsilon)
\end{aligned}
$$

where $\xi: \Omega \times] 0, \infty[\rightarrow] 0, \infty[$ satisfies $\xi(\varepsilon) \downarrow 0$ as $\varepsilon \downarrow 0$, a.s., which proves (3.17).
Now, we consider the difference

$$
\begin{aligned}
& J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(.)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(.)) \\
& \quad=\mathbb{E}\left[\int _ { t } ^ { T } \left\{\left\langle Q \hat{X}(s)+\bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right], y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right\rangle\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2}\left\langle Q\left(y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right), y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right\rangle \\
& +\frac{1}{2}\left\langle\bar{Q} \mathbb{E}\left[y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s) \mid \mathcal{F}_{s}^{\alpha}\right], \mathbb{E}\left[y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right\rangle \\
& \left.+\langle R \hat{u}(s), v\rangle 1_{[t, t+\varepsilon)}(s)+\frac{1}{2}\langle R v, v\rangle 1_{[t, t+\varepsilon)}(s)\right\} d s \\
& +\frac{1}{2}\left\langle G\left(y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right), y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right\rangle \\
& +\left\langle G \hat{X}(T)+\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]+\mu_{1} \hat{X}(t)+\mu_{2}, y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right\rangle \\
& \left.+\frac{1}{2}\left\langle\bar{G} \mathbb{E}\left[y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T) \mid \mathcal{F}_{T}^{\alpha}\right], \mathbb{E}\left[y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right\rangle\right] . \tag{A.4}
\end{align*}
$$

From (H1) and (3.15)-(3.17) the following estimate follows:

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{t}^{T} \frac{1}{2}\left\langle\bar{Q} \mathbb{E}\left[y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s) \mid \mathcal{F}_{s}^{\alpha}\right], \mathbb{E}\left[y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right\rangle d s\right.} \\
& \left.+\frac{1}{2}\left\langle\bar{G} \mathbb{E}\left[y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T) \mid \mathcal{F}_{T}^{\alpha}\right], \mathbb{E}\left[y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right\rangle\right]=o(\varepsilon)
\end{aligned}
$$

Then, from the terminal conditions in the adjoint equations, it follows that

$$
\begin{align*}
J(t, & \left.\hat{X}(t), \alpha(t) ; u^{\varepsilon}(.)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(.)) \\
= & \mathbb{E}\left[\int _ { t } ^ { T } \left\{\left\langle Q \hat{X}(s)+\bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right], y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right\rangle\right.\right. \\
& +\frac{1}{2}\left\langle Q\left(y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right), y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right\rangle \\
& \left.+\langle R \hat{u}(s), v\rangle 1_{[t, t+\varepsilon)}(s)+\frac{1}{2}\langle R v, v\rangle 1_{[t, t+\varepsilon)}(s)\right\} d s \\
& -\left\langle p(T ; t), y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right\rangle \\
& \left.-\frac{1}{2}\left\langle P(T)\left(y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right), y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right\rangle\right]+o(\varepsilon) . \tag{A.5}
\end{align*}
$$

Now, by applying Ito's formula to $s \mapsto\left\langle p(s ; t), y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right\rangle$ on $[t, T]$ and by taking the expectation, we get

$$
\begin{align*}
& \mathbb{E}\left[\left\langle p(T ; t), y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right\rangle\right] \\
&= \mathbb{E}\left[\int _ { t } ^ { T } \left\{v^{\top} B^{T} p(s ; t) 1_{[t, t+\varepsilon)}(s)\right.\right. \\
&+\left(y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right)^{\top}\left(Q \hat{X}(s)+\bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right) \\
&+\sum_{i=1}^{p} v^{\top} D_{i}^{T} q_{i}(s) 1_{[t, t+\varepsilon)}(s) \\
&\left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} v^{\top} F_{k}(z)^{T} r_{k}(s, z) \theta_{\alpha}^{k}(d z) 1_{[t, t+\varepsilon)}(s)\right\} d s\right] . \tag{A.6}
\end{align*}
$$

By applying Ito's formula to $s \mapsto\left\langle P(s)\left(y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right), y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right\rangle$ on $[t, T]$, we conclude from (H1) together with (3.15)-(3.17) and by taking the conditional expectation that

$$
\begin{align*}
\mathbb{E} & {\left[\left\langle P(T)\left(y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right), y^{\varepsilon, v}(T)+Y^{\varepsilon, v}(T)\right\rangle\right] } \\
= & \mathbb{E}\left[\int _ { t } ^ { T } \left\{\left(y^{\varepsilon, v}(s)+Y^{\varepsilon, v}(s)\right)^{\top} Q(s) y^{\varepsilon, v}(s)+\sum_{i=1}^{p} v^{\top} D_{i}^{\top} P(s) D_{i} v 1_{[t, t+\varepsilon)}(s)\right.\right. \\
& \left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} v^{\top} F_{k}(z)^{\top}(P(s)+\Gamma(s, z)) F_{k}(z) v 1_{[t, t+\varepsilon)}(s) \theta_{\alpha}^{k}(d z)\right\} d s\right]+o(\varepsilon) . \tag{A.7}
\end{align*}
$$

By taking (A.6) and (A.7) in (A.5), it follows that

$$
\begin{align*}
& J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(.)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(.)) \\
&=-\mathbb{E}\left[\int _ { t } ^ { t + \varepsilon } \left\{v^{\top} B^{\top} p(s ; t)+\sum_{i=1}^{p} v^{\top} D_{i}^{\top} q_{i}(s)\right.\right. \\
&+\frac{1}{2} \sum_{i=1}^{p} v^{\top} D_{i}^{\top} P(s) D_{i} v-v^{\top} R \hat{u}(s)-\frac{1}{2} v^{\top} R v \\
&\left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} v^{\top} F_{k}(z)^{\top}\left(r_{k}(s, z)+\frac{1}{2}(P(s)+\Gamma(s)) F_{k}(z) v\right) \theta_{\alpha}^{k}(d z)\right\} d s\right] \\
&+o(\varepsilon), \tag{A.8}
\end{align*}
$$

which is equivalent to (3.18).
Proof of Corollary 12. First, we have

$$
\begin{aligned}
& J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(\cdot)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(\cdot)) \\
& =\mathbb{E}\left[\int _ { t } ^ { T } \left\{\frac { 1 } { 2 } \left\langleQ\left(X^{\varepsilon}(s)+\hat{X}(s)\right)+\bar{Q} \mathbb{E}\left[X^{\varepsilon}(s)+\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right],\right.\right.\right. \\
& \left.\left.\quad X^{\varepsilon}(s)-\hat{X}(s)\right\rangle+\frac{1}{2}\left\langle R\left(u^{\varepsilon}(s)+\hat{u}(s)\right), u^{\varepsilon}(s)-\hat{u}(s)\right\rangle\right\} d s \\
& +\frac{1}{2}\left\langle G\left(X^{\varepsilon}(T)+\hat{X}(T)\right)+\bar{G} \mathbb{E}\left[X^{\varepsilon}(T)+\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]+2\left(\mu_{1} \hat{X}(t)+\mu_{2}\right),\right. \\
& \left.\left.\quad X^{\varepsilon}(T)-\hat{X}(T)\right\rangle\right] .
\end{aligned}
$$

Noting that by applying Itô's formula to $s \mapsto\left\langle p(s ; t), X^{\varepsilon}(s)-\hat{X}(s)\right\rangle$

$$
\begin{aligned}
& \mathbb{E}\left[\left\langle G \hat{X}(T)+\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]+\mu_{1} \hat{X}(t)+\mu_{2}, X^{\varepsilon}(T)-\hat{X}(T)\right\rangle\right] \\
& =-\mathbb{E}\left[\int _ { t } ^ { T } \left\{\left\langleB^{\top} p(s ; t)+\sum_{i=1}^{p} v^{\top} D_{i}^{\top} q_{i}(s)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} r_{k}(s, z) \theta_{\alpha}^{k}(d z),\right.\right.\right.
\end{aligned}
$$

$$
\left.\left.\left.u^{\varepsilon}(s)-\hat{u}(s)\right\rangle+\left\langle Q \hat{X}(s)+\bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right], X^{\varepsilon}(s)-\hat{X}(s)\right\rangle\right\} d s\right] .
$$

Consequently,

$$
\begin{aligned}
& J\left(t, \hat{X}(t), \alpha(t) ; u^{\varepsilon}(\cdot)\right)-J(t, \hat{X}(t), \alpha(t) ; \hat{u}(\cdot)) \\
&= \mathbb{E}\left[\int _ { t } ^ { T } \left\{\frac { 1 } { 2 } \left\langleQ\left(X^{\varepsilon}(s)+\hat{X}(s)\right)-2 Q \hat{X}(s)+\bar{Q} \mathbb{E}\left[X^{\varepsilon}(s)+\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right.\right.\right. \\
&\left.-2 \bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right], X^{\varepsilon}(s)-\hat{X}(s)\right\rangle \\
&+ \frac{1}{2}\left\langle R\left(u^{\varepsilon}(s)+\hat{u}(s)\right)-2\left(B^{\top} p(s ; t)+\sum_{i=1}^{p} D_{i}^{\top} q_{i}(s)\right.\right. \\
&\left.\left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} r_{k}(s, z) \theta_{\alpha}^{k}(d z)\right), u^{\varepsilon}(s)-\hat{u}(s)\right\rangle\right\} d s \\
&+ \frac{1}{2}\left\langle G\left(X^{\varepsilon}(T)+\hat{X}(T)\right)+\bar{G} \mathbb{E}\left[X^{\varepsilon}(T)+\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right], X^{\varepsilon}(T)-\hat{X}(T)\right\rangle \\
&-\left.\left\langle G \hat{X}(T)+\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right], X^{\varepsilon}(T)-\hat{X}(T)\right\rangle\right] .
\end{aligned}
$$

By completing the square we get

$$
\begin{align*}
= & \mathbb{E}\left[\int_{t}^{T}\left\{\left|\sqrt{\frac{Q}{2}}\left(X^{\varepsilon}(s)-\hat{X}(s)\right)\right|^{2}+\left|\sqrt{\frac{\bar{Q}}{2}}\left(\mathbb{E}\left[X^{\varepsilon}(s)+\hat{X}(s) \mid \mathcal{F}_{T}^{\alpha}\right]\right)\right|^{2}\right\} d s\right. \\
& +\frac{1}{2} \int_{t}^{t+\varepsilon}\left\langle R(v+2 \hat{u}(s))-2\left(B^{\top} p(s ; t)+\sum_{i=1}^{p} D_{i}^{\top} q_{i}(s)\right.\right. \\
& \left.\left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} r_{k}(s, z) \theta_{\alpha}^{k}(d z)\right), v\right\rangle d s\right\} \\
& \left.+\left|\sqrt{\frac{G}{2}}\left(X^{\varepsilon}(T)-\hat{X}(T)\right)\right|^{2}+\left|\sqrt{\frac{\bar{G}}{2}}\left(\mathbb{E}\left[X^{\varepsilon}(T)+\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]\right)\right|^{2}\right] \\
\geq & \frac{1}{2} \mathbb{E}\left[\int_{t}^{t+\varepsilon}\langle R v-2 \mathcal{U}(s ; t), v\rangle d s\right] \geq-\int_{t}^{t+\varepsilon}\langle\mathbb{E}[\mathcal{U}(s ; t)], v\rangle d s . \tag{A.9}
\end{align*}
$$

Now we can divide by $\varepsilon_{n}$ and send $\varepsilon_{n}$ to 0 . Therefore, it follows from Lemma 8 that $\hat{u}(\cdot)$ is an equilibrium control.

Proof of Theorem 13. Suppose that $\hat{u}(\cdot)$ is an admissible control and denote by $\hat{X}(\cdot)$ a controlled process corresponding to it. According to Corollary 12, suppose that there exists a flow of 4-tuple of adapted processes for which the processes $(\hat{X}(\cdot)$, $(p(\cdot ; \cdot), q(\cdot ; \cdot), r(\cdot, \cdot ; \cdot), l(\cdot ; \cdot))$ satisfies the following system of regime-switching
forward-backward stochastic differential equations

$$
\left\{\begin{align*}
& d \hat{X}(s)=\{A \hat{X}(s)+B \hat{u}(s)+b\} d s+\sum_{i=1}^{p}\left\{C_{i} \hat{X}(s)+D_{i} \hat{u}(s)+\sigma_{i}\right\} d W^{i}(s)  \tag{A.10}\\
& \quad+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{E_{k}(z) \hat{X}(s-)+F_{k}(z) \hat{u}(s)+c_{k}(z)\right\} \widetilde{N}_{\alpha}^{k}(d s, d z), s \in[0, T] \\
& d p(s ; t)=-\left\{A^{\top} p(s ; t)+\sum_{i=1}^{p} C_{i}^{\top} q_{i}(s ; t)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} r_{k}(s, z ; t) \theta_{\alpha}^{k}(d z)\right. \\
&\left.\quad-Q \hat{X}(s)-\bar{Q} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right\} d s+\sum_{i=1}^{p} q_{i}(s ; t) d W^{i}(s) \\
& \quad+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} r_{k}(s, z ; t) \widetilde{N}_{\alpha}^{k}(d s, d z)+\sum_{j=1}^{d} l_{j}(s, t) d \tilde{\Phi}_{j}(s), s \in[t, T]
\end{aligned}\right\} \begin{aligned}
\hat{X}_{0}= & x_{0}, \alpha(0)=e_{i_{0}}, \\
p(T ; t)= & -G \hat{X}(T)-\bar{G} \mathbb{E}\left[\hat{X}(T) \mid \mathcal{F}_{T}^{\alpha}\right]-\mu_{1} \hat{X}(t)-\mu_{2},
\end{align*}
$$

with the equilibrium condition $d \mathbb{P}$-a.s., $d t$-a.e.

$$
\begin{equation*}
B^{\top} p(t ; t)+\sum_{i=1}^{p} D_{i}^{\top} q_{i}(t)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} r_{k}(t, z) \theta_{\alpha}^{k}(d z)-R \hat{u}(t)=0 . \tag{A.11}
\end{equation*}
$$

Now, to solve the above system, we assume the following ansatz: for $0 \leq t \leq s \leq$ $T$, we put

$$
\begin{align*}
p(s ; t)= & -M(s, \alpha(s)) \hat{X}(s)-\bar{M}(s, \alpha(s)) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right] \\
& -\Upsilon(s, \alpha(s)) \hat{X}(t)-\varphi(s, \alpha(s)), \tag{A.12}
\end{align*}
$$

where $M(\cdot, \cdot), \bar{M}(\cdot, \cdot), \Upsilon(\cdot, \cdot)$ and $\varphi(\cdot, \cdot)$ are deterministic, differentiable functions which are to be determined. From the terminal condition of the adjoint process, $M(\cdot, \cdot), \bar{M}(\cdot, \cdot), \Upsilon(\cdot, \cdot)$ and $\varphi(\cdot, \cdot)$ must satisfy the following terminal boundary condition, for all $e_{i} \in \chi$,

$$
\begin{equation*}
M\left(T, e_{i}\right)=G, \bar{M}\left(T, e_{i}\right)=\bar{G}, \Upsilon\left(T, e_{i}\right)=\mu_{1}, \varphi\left(T, e_{i}\right)=\mu_{2} \tag{A.13}
\end{equation*}
$$

Applying Itô's formula to (A.12) and using (A.10), it yields

$$
\begin{aligned}
& d p(s ; t) \\
&=-\left\{\mathcal{L}(M(s, \alpha(s))) \hat{X}(s)+\mathcal{L}(\bar{M}(s, \alpha(s))) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right. \\
&+\mathcal{L}(\Upsilon(s, \alpha(s))) \hat{X}(t)+\mathcal{L}(\varphi(s, \alpha(s))) \\
&+M(s, \alpha(s))(A \hat{X}(s)+B \hat{u}(s)+b)
\end{aligned}
$$

$$
\begin{align*}
& \left.+\bar{M}(s, \alpha(s))\left(A \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]+B \mathbb{E}\left[\hat{u}(s) \mid \mathcal{F}_{s}^{\alpha}\right]+b\right)\right\} d s \\
& -M(s, \alpha(s)) \sum_{i=1}^{p}\left\{C_{i} \hat{X}(s)+D_{i} \hat{u}(s)+\sigma_{i}\right\} d W^{i}(s) \\
& -M(s, \alpha(s)) \sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{E_{k}(z) \hat{X}(s-)+F_{k}(z) \hat{u}(s)+c_{k}(z)\right\} \widetilde{N}_{\alpha}^{k}(d s, d z) \\
& -\sum_{j=1}^{d}\left\{\left(M\left(s, e_{j}\right)-M(s, \alpha(s-))\right) \hat{X}(s)\right. \\
& +\left(\bar{M}\left(s, e_{j}\right)-\bar{M}(s, \alpha(s-))\right) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right] \\
& \left.+\left(\Upsilon\left(s, e_{j}\right)-\Upsilon(s, \alpha(s-))\right) \hat{X}(t)+\left(\varphi\left(s, e_{j}\right)-\varphi(s, \alpha(s-))\right)\right\} d \tilde{\Phi}_{j}(s) \tag{A.14}
\end{align*}
$$

Comparing with (A.10), we deduce that, for $i=1,2, \ldots, p, k=1,2, \ldots, l$, and $j=1,2, \ldots, d$,

$$
\left\{\begin{align*}
q_{i}(s ; t)=q_{i}(s)= & -M(s, \alpha(s))\left(C_{i} \hat{X}(s)+D_{i} \hat{u}(s)+\sigma_{i}\right)  \tag{A.15}\\
r_{k}(s, z ; t)=r_{k}(s, z) & =-M(s, \alpha(s))\left(E_{k}(z) \hat{X}(s-)+F_{k}(z) \hat{u}(s)+c_{k}(z)\right) \\
l_{j}(s ; t)=l_{j}(s)= & -\left(M\left(s, e_{j}\right)-M(s, \alpha(s))\right) \hat{X}(s) \\
& -\left(\bar{M}\left(s, e_{j}\right)-\bar{M}(s, \alpha(s))\right) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right] \\
& -\left(\Upsilon\left(s, e_{j}\right)-\Upsilon(s, \alpha(s))\right) \hat{X}(t)-\left(\varphi\left(s, e_{j}\right)-\varphi(s, \alpha(s))\right) .
\end{align*}\right.
$$

Moreover, by taking (A.12) and (A.15) in (A.11), we obtain

$$
\begin{aligned}
& R \hat{u}(t)+B^{\top}((M(t, \alpha(t))+\bar{M}(t, \alpha(t))+\Upsilon(t, \alpha(t))) \hat{X}(t)) \\
& \quad+B^{\top} \varphi(t, \alpha(t))+\sum_{i=1}^{p} D_{i}^{\top} M(t, \alpha(t))\left\{C_{i} \hat{X}(t)+D_{i} \hat{u}(t)+\sigma_{i}\right\} \\
& \quad+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} M(t, \alpha(t))\left(E_{k}(z) \hat{X}(t-)+F_{k}(z) \hat{u}(t)+c_{k}\right) \theta_{\alpha}^{k}(d z) \\
& \quad=0 .
\end{aligned}
$$

Subsequently, we obtain that $\hat{u}(\cdot)$ admits the following representation

$$
\hat{u}(s)=-\Psi(s, \alpha(s)) \hat{X}(s)-\psi(s, \alpha(s)),
$$

where $\Psi(\cdot, \cdot)$ and $\psi(\cdot, \cdot)$ are given by (3.24).
Hence (3.25) holds, and for $s \in[0, T]$ we have

$$
\begin{equation*}
\mathbb{E}\left[\hat{u}(s) \mid \mathcal{F}_{s}^{\alpha}\right]=-\Psi(s, \alpha(s)) \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]-\psi(s, \alpha(s)) \tag{A.16}
\end{equation*}
$$

Next, comparing the $d s$ term in (A.14) with the ones in the second equation in (A.10), then by using the expressions (3.25) and (3.24), we obtain

$$
\begin{aligned}
0= & \left\{\mathcal{L}(M)+M A+A^{\top} M+\sum_{i=1}^{p} C_{i}^{\top} M C_{i}\right. \\
& -\left(M B+\sum_{i=1}^{p} C_{i}^{\top} M D_{i}+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M F_{k}(z) \theta_{\alpha}^{k}(d z)\right) \Psi(s, \alpha(s)) \\
& \left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M E_{k}(z) \theta_{\alpha}^{k}(d z)+Q\right\} \hat{X}(s) \\
& +\left\{\mathcal{L}(\bar{M})+\bar{M}(A-B \Psi)+A^{\top} \bar{M}+\bar{Q}\right\} \mathbb{E}\left[\hat{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right] \\
& +\left\{\mathcal{L}(\Upsilon)+A^{\top} \Upsilon\right\} \hat{X}(t)+\mathcal{L}(\varphi)+A^{\top} \varphi \\
& +(M(s, \alpha(s))+\bar{M}(s, \alpha(s)))(b-B \psi(s, \alpha(s)))+\sum_{i=1}^{p} C_{i}^{\top} M\left(\sigma_{i}-D_{i} \psi\right) \\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M\left(c_{k}(z)-F_{k}(z) \psi\right) \theta_{\alpha}^{k}(d z) .
\end{aligned}
$$

This suggests that the functions $M(\cdot, \cdot), \bar{M}(\cdot, \cdot), \Upsilon(\cdot, \cdot)$ and $\varphi(\cdot, \cdot)$ solve the system of equations (3.23). In addition, we can verify that $\Psi(\cdot, \cdot)$ and $\psi(\cdot, \cdot)$ in (3.25) are both uniformly bounded. Then for $s \in[0, T]$ the following linear SDE with jumps

$$
\left\{\begin{aligned}
d \hat{X}(s)= & \{(A-B \Psi(s, \alpha(s))) \hat{X}(s)+b-B \psi(s, \alpha(s))\} d s \\
& +\sum_{i=1}^{p}\left\{\left(C_{i}-D_{i} \Psi(s, \alpha(s))\right) \hat{X}(s)+\sigma_{i}-D_{i} \psi(s, \alpha(s))\right\} d W^{i}(s) \\
& +\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left\{\left(E_{k}(z)-F_{k}(z) \Psi(s, \alpha(s))\right) \hat{X}(s-)+c_{k}(z)\right. \\
& \left.-F_{k}(z) \psi(s, \alpha(s))\right\} \widetilde{N}_{\alpha}^{k}(d s, d z), \\
\hat{X}(0)= & x_{0}, \alpha(0)=e_{i_{0}}
\end{aligned}\right.
$$

has a unique solution $\hat{X}(\cdot) \in \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$, and the following estimate holds

$$
\mathbb{E}\left[\sup _{s \in[0, T]}|\hat{X}(s)|^{2}\right] \leq K\left(1+\left|x_{0}\right|^{2}\right) .
$$

Hence the control $\hat{u}(\cdot)$ defined by (3.23) is admissible.
Proof of Theorem 14. Suppose that there is another equilibrium control $\tilde{u}(\cdot) \in$ $\mathcal{L}_{\mathcal{F}, p}^{2}\left(0, T ; \mathbb{R}^{m}\right)$ and denote by $\tilde{X}(\cdot)$ its corresponding controlled sate equation, and
by $(\tilde{p}(\cdot ; \cdot), \tilde{q}(\cdot), \tilde{r}(\cdot, \cdot), \tilde{l}(\cdot))$ its corresponding unique solution to the $\operatorname{BSDE}$ (3.4) with $\hat{X}(\cdot)$ replaced by $\tilde{X}(\cdot)$. Then by Corollary 12 the 5 -tuple $(\tilde{p}(\cdot ; \cdot), \tilde{q}(\cdot), \tilde{r}(\cdot, \cdot)$, $\tilde{l}(\cdot), \tilde{u}(\cdot))$ satisfies $d \mathbb{P}$-a.s., $d t$-a.e.

$$
\begin{equation*}
B^{\top} \tilde{p}(t ; t)+\sum_{i=1}^{p} D_{i}^{\top} \tilde{q}_{i}(t)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} \tilde{r}_{k}(t, z) \theta_{\alpha}^{k}(d z)-R \tilde{u}(t)=0 . \tag{A.17}
\end{equation*}
$$

Now, we define for $t \in[0, T], s \in[t, T], i=1, \ldots, p, k=1, \ldots, l, j=$ $1,2, \ldots, d$ :

$$
\left\{\begin{aligned}
\hat{p}(s ; t)= & \tilde{p}(s ; t)+M(s, \alpha(s)) \tilde{X}(s)+\bar{M}(s, \alpha(s)) \mathbb{E}\left[\tilde{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right] \\
& +\Upsilon(s, \alpha(s)) \tilde{X}(t)+\varphi(s, \alpha(s)) \\
\hat{q}_{i}(s)= & \tilde{q}_{i}(s)+M(s, \alpha(s))\left(C_{i} \tilde{X}(s)+D_{i} \tilde{u}(s)+\sigma_{i}(s)\right) \\
\hat{r}_{k}(s, z)= & \tilde{r}_{k}(s, z)+M(s, \alpha(s))\left(E_{k}(z) \tilde{X}(s-)+F_{k}(z) \tilde{u}(s-)+c_{k}(z)\right), \\
\hat{l}_{j}(s)= & \tilde{l}_{j}(s)+\left(M\left(s, e_{j}\right)-M(s, \alpha(s))\right) \tilde{X}(s) \\
& +\left(\bar{M}\left(s, e_{j}\right)-\bar{M}(s, \alpha(s))\right) \mathbb{E}\left[\tilde{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right] \\
& +\left(\Upsilon\left(s, e_{j}\right)-\Upsilon(s, \alpha(s))\right) \tilde{X}(t)+\left(\varphi\left(s, e_{j}\right)-\varphi(s, \alpha(s))\right)
\end{aligned}\right.
$$

It is easy to prove that

$$
\begin{aligned}
& (\hat{p}(\cdot ; t), \hat{q}(\cdot), \hat{r}(\cdot, \cdot), \hat{l}(\cdot)) \in \mathcal{L} \times \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \quad \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right) .
\end{aligned}
$$

By (A.17) we have $d \mathbb{P}$-a.s., $d t$-a.e.

$$
\begin{aligned}
- & B^{\top}\{\hat{p}(t ; t)-(M(t, \alpha(t))+\bar{M}(t, \alpha(t))+\Upsilon(t, \alpha(t))) \tilde{X}(t-)-\varphi(t, \alpha(t))\} \\
& -\sum_{i=1}^{p} D_{i}^{\top}\left\{\hat{q}_{i}(t)-M(t, \alpha(t))\left(C_{i}(t) \tilde{X}(t-)+D_{i} \tilde{u}(t)+\sigma_{i}\right)\right\} \\
& -\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top}\left\{\hat{r}_{k}(t, z)\right. \\
& \left.-M(t, \alpha(t))\left(E_{k}(z) \tilde{X}(t-)+F_{k}(z) \tilde{u}(t)+c_{k}(z)\right)\right\} \theta_{\alpha}^{k}(d z)+R \tilde{u}(t)=0 .
\end{aligned}
$$

Since $\Theta(t, \alpha(t))$ exists $d \mathbb{P}$-a.s., $d t$-a.e., using (3.24), we get

$$
\begin{align*}
\tilde{u}(t)= & \Theta(t, \alpha(t))\left\{B^{\top} \hat{p}(t ; t)+\sum_{i=1}^{p} D_{i}^{\top} \hat{q}_{i}(t)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} \hat{r}_{k}(t, z) \theta_{\alpha}^{k}(d z)\right\} \\
& -\Psi(t, \alpha(t)) \tilde{X}(t-)-\psi(t, \alpha(t)) . \tag{A.18}
\end{align*}
$$

From the above equality, we remark that if $\hat{p}(t ; t)=\hat{q}(t)=\hat{r}(t, z)=0$, $d \mathbb{P}$-a.s., $d t$-a.e., then the form of $\tilde{u}(\cdot)$ is the same as the form of the feedback control law specified by (3.25), and hence the uniqueness of the equilibrium control given by (3.25) holds. Moreover, for any $t \in[0, T]$ and for any $s \in[t, T]$ we have

$$
\begin{aligned}
d \hat{p}(s ; t)= & d \tilde{p}(s ; t)+d\left(M(s, \alpha(s)) \tilde{X}(s)+\bar{M}(s, \alpha(s)) \mathbb{E}\left[\tilde{X}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right. \\
& +\Upsilon(s, \alpha(s)) \tilde{X}(t)+\varphi(s, \alpha(s))) .
\end{aligned}
$$

Using the equations for $\tilde{p}(\cdot ; t), \tilde{X}(\cdot), M(\cdot, \cdot), \bar{M}(\cdot, \cdot), \Upsilon(\cdot, \cdot)$ and $\varphi(\cdot, \cdot)$, respectively, and using equality (4.6) we find that $(\hat{p}(\cdot ; \cdot), \hat{q}(\cdot), \hat{r}(\cdot, \cdot), \hat{l}(\cdot))$ satisfies

$$
\left\{\begin{align*}
& d \hat{p}(s ; t)=-g\left(s, \hat{p}(s ; t), \hat{q}(s), \hat{r}(s, z), \hat{p}(s ; s), \mathbb{E}\left[\hat{p}(s ; s) \mid \mathcal{F}_{s}^{\alpha}\right]\right.  \tag{A.19}\\
&\left.\mathbb{E}\left[\hat{q}(s) \mid \mathcal{F}_{s}^{\alpha}\right], \mathbb{E}\left[\hat{r}(s, z) \mid \mathcal{F}_{s}^{\alpha}\right]\right) d s+\sum_{i=1}^{p} \hat{q}_{i}(s) d W^{i}(s) \\
&+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} \hat{r}_{k}(s-, z) \tilde{N}_{\alpha}^{k}(d s, d z)+\sum_{j=1}^{d} \hat{l}_{j}(s) d \tilde{\Phi}_{j}(s), 0 \leq t \leq s \leq T \\
& \hat{p}(T ; t)=0, t \in[0, T]
\end{align*}\right.
$$

where

$$
\begin{align*}
& g\left(s, \hat{p}(s ; t), \hat{q}(s), \hat{r}(s, z), \hat{p}(s ; s), \mathbb{E}\left[\hat{p}(s ; s) \mid \mathcal{F}_{s}^{\alpha}\right], \mathbb{E}\left[\hat{q}(s) \mid \mathcal{F}_{s}^{\alpha}\right], \mathbb{E}\left[\hat{r}(s, z) \mid \mathcal{F}_{s}^{\alpha}\right]\right) \\
&=\left\{A^{\top} \hat{p}(s ; t)+\sum_{i=1}^{p} C_{i}^{\top} \hat{q}_{i}(s)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} \hat{r}_{k}(s, z) \theta_{\alpha}^{k}(d z)\right. \\
&-\left(M(s, \alpha(s)) B+\sum_{i=1}^{p} C_{i}^{\top} M(s, \alpha(s)) D_{i}\right. \\
&\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} E_{k}(z)^{\top} M(s, \alpha(s)) F_{k}(z) \theta_{\alpha}^{k}(d z)\right) \Theta(s, \alpha(s)) \\
& \times\left(B^{\top} \hat{p}(s ; s)+\sum_{i=1}^{p} D_{i}^{\top} \hat{q}_{i}(s)+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} \hat{r}_{k}(s, z) \theta_{\alpha}^{k}(d z)\right) \\
&-\bar{M}(s, \alpha(s)) B \Theta(s, \alpha(s))\left(B^{\top} \mathbb{E}\left[\hat{p}(s ; s) \mid \mathcal{F}_{s}^{\alpha}\right]+\sum_{i=1}^{p} D_{i}^{\top} \mathbb{E}\left[\hat{q}_{i}(s) \mid \mathcal{F}_{s}^{\alpha}\right]\right. \\
&\left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}} F_{k}(z)^{\top} \mathbb{E}\left[\hat{r}_{k}(s, z) \mid \mathcal{F}_{s}^{\alpha}\right] \theta_{\alpha}^{k}(d z)\right)\right\} \tag{A.20}
\end{align*}
$$

We will prove in the next lemma that Equation (A.19) admits at most one solution in $\mathcal{L} \times \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)$. Thus $\hat{p} \equiv 0, \hat{q} \equiv 0, \hat{r} \equiv 0$ and $\hat{l} \equiv 0$, hence the uniqueness of the equilibrium control given by (3.25) holds.

For the uniqueness of solution to (A.19), we have the following lemma.
Lemma 17. Equation (A.19) admits at most one solution in

$$
\mathcal{L} \times \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
$$

Proof of Lemma 17. For any $t \in[0, T]$ and $s \in[t, T]$, by Itô's formula we have by taking expectations that there exists a constant $K_{1}>0$ such that

$$
\begin{aligned}
& \mathbb{E}\left[|\hat{p}(s ; t)|^{2}+\sum_{i=1}^{p} \int_{s}^{T}\left|\hat{q}_{i}(\tau)\right|^{2} d \tau+\sum_{k=1}^{l} \int_{s}^{T} \int_{\mathbb{R}^{*}}\left|\hat{r}_{k}(\tau, z)\right|^{2} \theta_{\alpha}^{k}(d z) d \tau\right. \\
&\left.+\sum_{j=1}^{d} \int_{s}^{T}\left|\hat{l}_{j}(\tau)\right|^{2} \lambda_{j}(\tau) d \tau\right] \\
& \leq K_{1} \mathbb{E}\left[\int _ { s } ^ { T } | \hat { p } ( \tau ; t ) | \left(|\hat{p}(\tau ; t)|+\sum_{i=1}^{p}\left|\hat{q}_{i}(\tau)\right|+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left|\hat{r}_{k}(\tau, z)\right| \theta_{\alpha}^{k}(d z)\right.\right. \\
&+\sum_{j=1}^{d}\left|\hat{l}_{j}(\tau)\right| \lambda_{j}(\tau)+|\hat{p}(\tau ; \tau)|+\left|\mathbb{E}\left[\hat{p}(\tau ; \tau) \mid \mathcal{F}_{\tau}^{\alpha}\right]\right|+\sum_{i=1}^{p}\left|\mathbb{E}\left[\hat{q}_{i}(\tau) \mid \mathcal{F}_{\tau}^{\alpha}\right]\right| \\
&\left.\left.+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}\left|\mathbb{E}\left[\hat{r}_{k}(\tau, z) \mid \mathcal{F}_{\tau}^{\alpha}\right]\right| \theta_{\alpha}^{k}(d z)+\sum_{j=1}^{d}\left|\mathbb{E}\left[\hat{l}_{j}(\tau) \mid \mathcal{F}_{\tau}^{\alpha}\right]\right| \lambda_{j}(\tau)\right) d \tau\right] \\
& \leq K_{2} \mathbb{E} \int_{s}^{T}\left[\left(|\hat{p}(\tau ; t)|^{2}+|\hat{p}(\tau ; \tau)|^{2}\right) d \tau\right] \\
&+\frac{1}{2} \mathbb{E}\left[\sum_{i=1}^{p} \int_{s}^{T}\left|\hat{q}_{i}(\tau)\right|^{2} d \tau+\sum_{k=1}^{l} \int_{s}^{T} \int_{\mathbb{R}^{*}}\left|\hat{r}_{k}(\tau, z)\right|^{2} \theta_{\alpha}^{k}(d z) d \tau\right. \\
&\left.+\sum_{j=1}^{d} \int_{s}^{T}\left|\hat{l}_{j}(\tau)\right|^{2} \lambda_{j}(\tau) d \tau\right],
\end{aligned}
$$

where we have used the inequality $c a b \leq \beta c^{2} a^{2}+\frac{1}{\beta} b^{2}, \forall \beta>0, a>0, b>0$. Hence there exists a $K_{3}>0$ such that

$$
\begin{align*}
\mathbb{E} & {\left[|\hat{p}(s ; t)|^{2}\right]+\sum_{i=1}^{p} \mathbb{E}\left[\int_{s}^{T}\left|\hat{q}_{i}(\tau)\right|^{2} d \tau\right]+\sum_{k=1}^{l} \mathbb{E}\left[\int_{s}^{T} \int_{\mathbb{R}^{*}}\left|\hat{r}_{k}(\tau, z)\right|^{2} \theta_{\alpha}^{k}(d z) d \tau\right] } \\
& +\sum_{j=1}^{d} \mathbb{E}\left[\int_{s}^{T}\left|\hat{l}_{j}(\tau)\right|^{2} \lambda_{j}(\tau) d \tau\right] \leq K_{3} \mathbb{E}\left[\int_{s}^{T}\left(|\hat{p}(\tau ; t)|^{2}+|\hat{p}(\tau ; \tau)|^{2}\right) d \tau\right] \tag{A.21}
\end{align*}
$$

Then we have, for any $t \in[0, T]$ and $s \in[t, T]$,

$$
\begin{equation*}
\mathbb{E}\left[|\hat{p}(s ; t)|^{2}\right] \leq K_{3} \mathbb{E}\left[\int_{s}^{T}\left(|\hat{p}(\tau ; t)|^{2}+|\hat{p}(\tau ; \tau)|^{2}\right) d \tau\right] \tag{A.22}
\end{equation*}
$$

thus

$$
\begin{aligned}
\mathbb{E}\left[|\hat{p}(s ; t)|^{2}\right] & \leq K_{3}(T-t)\left(\sup _{\tau \in[t, T]} \mathbb{E}\left[|\hat{p}(\tau ; t)|^{2}\right]+\sup _{\tau \in[t, T]} \mathbb{E}\left[|\hat{p}(\tau ; \tau)|^{2}\right]\right) \\
& \leq 2 K_{3}(T-t) \sup _{t \leq \tau \leq s \leq T} \mathbb{E}\left[|\hat{p}(s ; \tau)|^{2}\right],
\end{aligned}
$$

hence

$$
\sup _{t \leq \tau \leq s \leq T} \mathbb{E}\left[|\hat{p}(s ; \tau)|^{2}\right] \leq 2 K_{3}(T-t) \sup _{t \leq \tau \leq s \leq T} \mathbb{E}\left[|\hat{p}(s ; \tau)|^{2}\right]
$$

If we take $\epsilon=\frac{1}{8 K_{3}}$, we get that, for $t \in[T-\epsilon, T]$ and $s \in[t, T]$,

$$
\sup _{t \leq \tau \leq s \leq T} \mathbb{E}\left[|\hat{p}(s ; \tau)|^{2}\right] \leq \frac{1}{4} \sup _{t \leq \tau \leq s \leq T} \mathbb{E}\left[|\hat{p}(s ; \tau)|^{2}\right],
$$

hence

$$
\sup _{t \leq \tau \leq s \leq T} \mathbb{E}\left[|\hat{p}(s ; \tau)|^{2}\right]=0
$$

which means that $\hat{p}(s ; \tau)=0, \mathbb{P}$-a.s. $\forall(\tau, s) \in\{(\tau, s): t \leq \tau \leq s \leq T\}$. For $t \in$ $[T-2 \epsilon, T-\epsilon]$ and $s \in[T-\epsilon, T]$, since we have $\hat{p}(\tau ; \tau)=0$ for $\tau \in[s, T]$, by (A.22), we have

$$
\mathbb{E}\left[|\hat{p}(s ; t)|^{2}\right] \leq K_{3} \mathbb{E}\left[\int_{s}^{T}|\hat{p}(\tau ; t)|^{2} d \tau\right],
$$

and by Gronwall's inequality we conclude that $\hat{p}(s ; t)=0$.
Now for $t \in[T-2 \epsilon, T-\epsilon]$ and $s \in[t, T-\epsilon]$, since we have $\hat{p}(T-\epsilon ; t)=0$, we apply the above analysis for the region $t \in[T-\epsilon, T]$ and $s \in[t, T]$, to confirm that $\hat{p}(s ; \tau)=0$, $\mathbb{P}$-a.s. $\forall(\tau, s) \in\{(\tau, s): t \leq \tau \leq s \leq T-\epsilon\}$. We reiterate the same analysis for $t \in[T-3 \epsilon, T-2 \epsilon]$, and again and again up time $t=0$. Hence $\hat{p}(s ; t)=0, \mathbb{P}$-a.s., and for every $(t, s) \in \mathcal{D}[0, T]$.

Finally, by (A.21) we obtain

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{0}^{T}\left(\sum_{i=1}^{p}\left|\hat{q}_{i}(\tau)\right|^{2}+\sum_{k=1}^{l} \int_{\mathbb{R}^{*}}|\hat{r}(\tau, z)|^{2} \theta_{\alpha}^{k}(d z)+\sum_{j=1}^{d}\left|\hat{l}_{j}(\tau)\right|^{2} \lambda_{j}(\tau)\right) d \tau\right] } \\
& \leq K_{3} \mathbb{E}\left[\int_{0}^{T}\left(|\hat{p}(\tau ; t)|^{2}+|\hat{p}(\tau ; \tau)|^{2}\right) d \tau\right] \\
& =0
\end{aligned}
$$

which yields that $\bar{q} \equiv 0, \bar{r} \equiv 0$ and $\bar{l} \equiv 0$.

## A. 2 Existence and uniqueness of solutions to SDE and BSDE

In what follows, we will state some basic results on SDEs and BSDEs with jumps which we have used in this paper.

Let $t \in[0, T]$, denote by $\mathfrak{P}$ the $\mathcal{F}_{t}$-predictable $\sigma$-field on $[0, T] \times \mathcal{F}$ and by $\mathcal{B}(H)$ the Borel $\sigma$-algebra of any topological space $H$. For any given $s \in[0, T]$, consider the SDE with jumps

$$
\begin{align*}
X(t)= & \xi+\int_{s}^{t} b(r, X(r), \alpha(r)) d r+\int_{s}^{t} \sigma(r, X(r), \alpha(r)) d W(r) \\
& +\iint_{\mathbb{R}^{*} \times(s, t]} c(r, z, X(r-), \alpha(r)) \tilde{N}_{\alpha}(\mathrm{d} r, \mathrm{~d} z), \tag{A.23}
\end{align*}
$$

where $s \leq t \leq T$. Here the coefficients $(\xi, b, g, \sigma)$ are given mappings $\xi: \Omega \longrightarrow \mathbb{R}^{n}$, $b:[0, T] \times \Omega \times \mathbb{R}^{n} \times \chi \longrightarrow \mathbb{R}^{n}, \sigma \equiv\left(\sigma^{1}, \sigma^{2}, \ldots, \sigma^{p}\right):[0, T] \times \Omega \times \mathbb{R}^{n} \times \chi \longrightarrow$ $\mathbb{R}^{n \times p}, c \equiv\left(c^{1}, c^{2}, \ldots, c^{l}\right):[0, T] \times \Omega \times \mathbb{R}^{*} \times \mathbb{R}^{n} \times \chi \longrightarrow \mathbb{R}^{n \times l}$ satisfying the assumptions below:
$\left(\mathbf{H}^{\prime} \mathbf{1}\right) \xi \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; \mathbb{R}^{n}\right)$, the coefficients $b, \sigma$ are $\mathfrak{P} \otimes \mathcal{B}\left(\mathbb{R}^{n}\right) \otimes \mathcal{B}(\chi)$ measurable and $c$ is $\mathfrak{P} \otimes \mathcal{B}\left(\mathbb{R}^{n}\right) \otimes \mathcal{B}\left(\mathbb{R}^{*}\right) \otimes \mathcal{B}(\chi)$ measurable and, for all $e_{i} \in \chi$,

$$
\mathbb{E}\left[\int_{0}^{T}\left(b\left(t, 0, e_{i}\right)+\sigma\left(t, 0, e_{i}\right)+\int_{\mathbb{R}^{*}} c\left(t, z, 0, e_{i}\right) \theta_{\alpha}(d z)\right) d t\right]<\infty
$$

(H'2) $b, \sigma$ and $c$ are uniformly Lipschitz continuous w.r.t. $x$, that is, there exists a constant $C>0$ s.t. for all $\left(t, x, \bar{x}, e_{i}\right) \in[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times \chi$ and a.s. $\omega \in \Omega$,

$$
\begin{aligned}
& \left|b\left(t, x, e_{i}\right)-b\left(t, \bar{x}, e_{i}\right)\right|^{2}+\left|g\left(t, x, e_{i}\right)-g\left(t, \bar{x}, e_{i}\right)\right|^{2} \\
& \quad+\int_{\mathbb{R}^{*}}\left|\sigma\left(t, z, x, e_{i}\right)-\sigma\left(t, z, \bar{x}, e_{i}\right)\right|^{2} \theta_{\alpha}(d z) \leqslant C|x-\bar{x}|^{2} .
\end{aligned}
$$

Theorem 18. If the coefficients $(\xi, b, g, \sigma)$ satisfy Assumption (H'1)-(H'2), then the $\operatorname{SDE}(\mathrm{A} .23)$ has a unique solution $X(\cdot) \in S_{\mathcal{F}}^{2}\left(s, T ; \mathbb{R}^{n}\right)$. Moreover, the following estimate holds

$$
\mathbb{E}\left[\sup _{s \leq t \leq T}|X(s)|^{2}\right] \leq K\left(1+\mathbb{E}\left[|\xi|^{2}\right]\right)
$$

Proof. Let $0=\tau_{0}<\tau_{1}<\tau_{2}<\cdots<\tau_{n}<\cdots$ be the jump times of the Markov chain $\alpha(\cdot)$, and let $e_{1} \in \chi$ be the starting state. Thus $\alpha(t)=e_{1}$ on $\left[\tau_{0}, \tau_{1}\right)$, and the system (A.23) for $t \in\left[\tau_{0}, \tau_{1}\right.$ ) has the form:
$d X(t)=b\left(t, X(t), e_{1}\right) d t+\sigma\left(t, X(t), e_{1}\right) d W(t)+\int_{\mathbb{R}^{*}} c\left(t, z, X(t-), e_{1}\right) \tilde{N}_{\alpha}(\mathrm{d} t, \mathrm{~d} z)$.
By Theorem 117 in [25], the above SDE has the unique solution $X(\cdot)$ in the space $\mathcal{S}_{\mathcal{F}}^{2}\left(\left[\tau_{0}, \tau_{1}\right) ; \mathbb{R}^{n}\right)$, and by continuity for $t=\tau_{1}$ as well. By considering $\alpha\left(\tau_{1}\right)=e_{2}$, the system for $t \in\left[\tau_{1}, \tau_{2}\right)$ becomes

$$
d X(t)=b\left(t, X(t), e_{2}\right) d t+\sigma\left(t, X(t), e_{2}\right) d W(t)+\int_{\mathbb{R}^{*}} c\left(t, z, X(t-), e_{2}\right) \tilde{N}_{\alpha}(\mathrm{d} t, \mathrm{~d} z)
$$

Again, by Theorem 117 in [25], this SDE has a unique solution $X(\cdot)$ in the space $\mathcal{S}_{\mathcal{F}}^{2}\left(\left[\tau_{1}, \tau_{2}\right) ; \mathbb{R}^{n}\right)$, and by continuity for $t=\tau_{2}$ as well. Repeating this process continuously, we obtain that the solution $X(\cdot)$ of system (A.23) remains in $\mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$ with probability one.

The form of linear BSDEs (3.4) and (3.5) given in Section 3.1 is the motivation for us to study the following general BSDE with Markov switching

$$
\begin{align*}
Y(t)= & \varsigma+\int_{t}^{T} g(s, Y(s), Z(s), K(s, \cdot), V(s), \alpha(s)) \mathrm{d} s-\int_{t}^{T} \sum_{i=1}^{p} Z_{i}(s) \mathrm{d} W^{i}(s) \\
& -\int_{t}^{T} \int_{\mathbb{R}^{*}} \sum_{r=1}^{l} K_{r}(s, z) \tilde{N}_{\alpha}^{r}(\mathrm{~d} s, \mathrm{~d} z)-\int_{t}^{T} \sum_{j=1}^{d} V_{j}(s) d \tilde{\Phi}_{j}(s), \quad t \in[0, T] . \tag{A.24}
\end{align*}
$$

Here $g: \Omega \times[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{n \times d} \times \mathbb{L}^{2}\left(\mathbb{R}^{*}, \mathcal{B}\left(\mathbb{R}^{*}\right), \theta ; \mathbb{R}^{n \times l}\right) \times \mathcal{L}_{\lambda}^{2} \times \chi \rightarrow \mathbb{R}^{n}$, where $\mathcal{L}_{\lambda}^{2}$ is the set of functions $\mathcal{I}(\cdot): \chi \rightarrow \mathbb{R}^{n \times d}$ such that $\|\mathcal{I}(\cdot)\|_{\lambda}^{2}:=$ $\sum_{j=1}^{d}\left|\mathcal{I}_{j}(t)\right|^{2} \lambda_{j}(t)<\infty$. We make the following assumptions.
$\left(\mathbf{H}\right.$ '3) $\varsigma \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; \mathbb{R}^{n}\right)$.
(H'4) For all $(y, z, k, v) \in \mathbb{R}^{n} \times \mathbb{R}^{n \times d} \times \mathbb{L}^{2}\left(\mathbb{R}^{*}, \mathcal{B}\left(\mathbb{R}^{*}\right), \theta ; \mathbb{R}^{n \times l}\right) \times \mathcal{L}_{\lambda}^{2}$ and $e_{i} \in \chi$, for $i=1, \ldots, d, f\left(\cdot, y, z, k, v, e_{i}\right) \in \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$.
(H'5) $\forall e_{i} \in \chi, f\left(t, y, z, k, v, e_{i}\right)$ is uniformly Lipschitz with respect to $y, z, k$ and $v$, i.e. there exists a constant $C>0$, such that for all $(\omega, t) \in \Omega \times[0, T]$, $y, y^{\prime} \in \mathbb{R}^{n}, z, z^{\prime} \in \mathbb{R}^{n \times d}, k, k^{\prime} \in \mathbb{L}^{2}\left(\mathbb{R}^{*}, \mathcal{B}\left(\mathbb{R}^{*}\right), \theta ; \mathbb{R}^{n \times l}\right), v, v^{\prime} \in \mathcal{L}_{\lambda}^{2}$,

$$
\begin{aligned}
& \left|f\left(t, y, z, k, e_{i}\right)-f\left(t, y^{\prime}, z^{\prime}, k^{\prime}, e_{i}\right)\right| \\
& \quad \leq C\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|+\left\|k-k^{\prime}\right\|_{\theta}+\left\|v-v^{\prime}\right\|_{\lambda}\right) .
\end{aligned}
$$

Theorem 19. Suppose that (H'3)-(H'5) hold. Then BSDE with Markov switching (A.24) admits a unique solution.

Before proving this theorem, we give an extended martingale representation results by the following lemma. Its proof follows from Lemma 3.1 in Cohen and Elliott [7], together with Proposition 3.2 in Shi and Wu [27].
Lemma 20. Let $t \in[0, T]$. For $M \in L^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; \mathbb{R}^{n}\right)$, there exists a unique process

$$
\begin{aligned}
(Y, Z, K, V) \in & \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
M(t)= & M(0)+\int_{0}^{t} \sum_{i=1}^{p} Z_{i}(s) d W^{i}(s)+\int_{0}^{t} \int_{\mathbb{R}^{*}} \sum_{r=1}^{l} K_{r}(s, z) \tilde{N}_{\alpha}^{r}(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{0}^{t} \sum_{j=1}^{d} V_{j}(s) d \tilde{\Phi}_{j}(s)
\end{aligned}
$$

Proof of Theorem 19. First we note that, for all

$$
\begin{aligned}
(y, z, k, v) \in & \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

the following is valid:

$$
\begin{aligned}
& \mathbb{E}\left[\int_{0}^{T} g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s)) \mathrm{d} s\right]^{2} \\
& \leq 2 \mathbb{E}\left[\int_{0}^{T}(g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s))-g(s, 0,0,0,0, \alpha(s))) \mathrm{d} s\right]^{2} \\
&+2 \mathbb{E}\left[\int_{0}^{T} g(s, 0,0,0,0, \alpha(s)) \mathrm{d} s\right]^{2} \\
& \leq C \sum_{i=1}^{d} \mathbb{E} \int_{0}^{T}\left|g\left(s, 0,0,0,0, e_{i}\right)\right|^{2} \mathrm{~d} s \\
&+C \mathbb{E} \int_{0}^{T}\left[|y(s)|^{2}+|z(s)|^{2}+\|k(s, \cdot)\|_{\theta}^{2}+\|v(s)\|_{\lambda}^{2}\right] \mathrm{d} s \\
&<\infty
\end{aligned}
$$

It follows that

$$
\varsigma+\int_{0}^{T} g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s)) \mathrm{d} s \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; \mathbb{R}^{n}\right)
$$

From assumptions (H'3)-(H'5), it is clear that

$$
M(t)=\mathbb{E}\left[\xi+\int_{0}^{T} g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s)) d t \mid \mathcal{F}_{t}\right]
$$

is a square integrable $\mathcal{F}_{t}$-martingale. By virtue of martingale representation theorem, there exists

$$
\begin{aligned}
(Y, Z, K, V) \in & \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
M(t)= & M(0)+\int_{0}^{t} \sum_{i=1}^{p} Z_{i}(s) \mathrm{d} W^{i}(s)+\int_{0}^{t} \int_{\mathbb{R}^{*}} \sum_{r=1}^{l} K_{r}(s, z) \tilde{N}_{\alpha}^{r}(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{0}^{t} \sum_{j=1}^{d} V_{j}(s) d \tilde{\Phi}_{j}(s)
\end{aligned}
$$

Setting $Y(t)=M(t)-\int_{0}^{t} g(s, y(s), z(s), k(s), v(s), \alpha(s)) d s$ gives

$$
\begin{aligned}
Y(t)= & \varsigma+\int_{t}^{T} g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s)) d s-\int_{t}^{T} \sum_{i=1}^{p} Z_{i}(s) \mathrm{d} W^{i}(s) \\
& -\int_{t}^{T} \int_{\mathbb{R}^{*}} \sum_{r=1}^{l} K_{r}(s, z) \tilde{N}_{\alpha}^{r}(\mathrm{~d} s, \mathrm{~d} z)-\int_{t}^{T} \sum_{j=1}^{d} V_{j}(s) d \tilde{\Phi}_{j}(s)
\end{aligned}
$$

From the argument given above, we define the mapping $\Delta$ from

$$
\begin{aligned}
& \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \\
& \quad \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

into itself by $\Delta(y, z, k, v):=(Y, Z, K, V)$, and for

$$
\begin{aligned}
(y, z, k, v) \in & \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

we introduce the norm defined by

$$
\|(y, z, k, v)\|_{\beta, \theta, \lambda}^{2}:=\mathbb{E}\left[\int_{0}^{T} \mathrm{e}^{\beta s}\left\{|y(s)|^{2}+|z(s)|^{2}+\|k(s, \cdot)\|_{\theta}+\|v(s)\|_{\lambda}^{2}\right\} d s\right],
$$

where $\beta>0$ is to be determined later. We will prove that $\Delta$ is a contraction mapping under the norm $\|\cdot\|_{\beta, \theta, \lambda}$. For this purpose, let

$$
\begin{aligned}
(y, z, k, v),\left(y^{\prime}, z^{\prime}, k^{\prime}, v^{\prime}\right) \in & \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

where $(Y, Z, K, V)=\Delta(y, z, k, v),\left(Y^{\prime}, Z^{\prime}, K^{\prime}, V^{\prime}\right)=\Delta\left(y^{\prime}, z^{\prime}, k^{\prime}, v^{\prime}\right)$. We set

$$
\begin{aligned}
(\hat{y}, \hat{z}, \hat{k}, \hat{v}) & =\left(y-y^{\prime}, z-z^{\prime}, k-k^{\prime}, v-v^{\prime}\right) \\
(\hat{Y}, \hat{Z}, \hat{K}, \hat{V}) & =\left(Y-Y^{\prime}, Z-Z^{\prime}, K-K^{\prime}, V-V^{\prime}\right)
\end{aligned}
$$

We know that

$$
\begin{aligned}
(\hat{Y}, \hat{Z}, \hat{K}, \hat{V}) \in & \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \\
& \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

and $\mathbb{E}\left[\sup _{0 \leq t \leq T}|\hat{Y}(t)|^{2}\right]<\infty$. Note that

$$
\begin{aligned}
\hat{Y}(t)= & \int_{t}^{T}[g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s)) \\
& \left.-g\left(s, y^{\prime}(s), z^{\prime}(s), k^{\prime}(s, \cdot), v^{\prime}(s), \alpha(s)\right)\right] \mathrm{d} s
\end{aligned}
$$

$$
-\int_{t}^{T} \hat{Z}(s) \mathrm{d} W(s)-\int_{t}^{T} \int_{\mathbb{R}^{*}} \hat{K}(s, z) \tilde{N}_{\alpha}(\mathrm{d} s, \mathrm{~d} z), t \in[0, T] .
$$

Applying Ito's formula to $|\hat{Y}(s)|^{2} \mathrm{e}^{\beta s}$, we can get

$$
\begin{aligned}
& \mathbb{E}|\hat{Y}(0)|^{2}+\mathbb{E} \int_{0}^{T}\left(\beta|\hat{Y}(s)|^{2}+|\hat{Z}(s)|^{2}+\|\hat{K}(s, \cdot)\|_{\theta}^{2}+\|\hat{V}(s)\|_{\lambda}^{2}\right) \mathrm{e}^{\beta s} \mathrm{~d} s \\
&= \mathbb{E} \int_{0}^{T} 2 \hat{Y}(s)[g(s, y(s), z(s), k(s, \cdot), v(s), \alpha(s)) \\
&\left.-g\left(s, y^{\prime}(s), z^{\prime}(s), k^{\prime}(s, \cdot), v^{\prime}(s), \alpha(s)\right)\right] \mathrm{e}^{\beta s} \mathrm{~d} s, \\
& \leq 2 C \mathbb{E} \int_{0}^{T} \hat{Y}(s)\left(|\hat{y}(s)|+|\hat{z}(s)|+\|\hat{k}(s, \cdot)\|_{\theta}+\|v(s)\|_{\lambda}\right) \mathrm{e}^{\beta s} \mathrm{~d} s \\
& \leq \frac{1}{2} \mathbb{E} \int_{0}^{T}\left(|\hat{y}(s)|^{2}+|\hat{z}(s)|^{2}+\|\hat{k}(s, \cdot)\|_{\theta}^{2}+\|v(s)\|_{\lambda}^{2}\right) \mathrm{e}^{\beta s} \mathrm{~d} s \\
&+6 C^{2} \mathbb{E} \int_{0}^{T}|\hat{Y}(s)|^{2} \mathrm{e}^{\beta s} \mathrm{~d} s .
\end{aligned}
$$

We choose $\beta=1+6 C^{2}$, and hence

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left(|\hat{Y}(s)|^{2}+|\hat{Z}(s)|^{2}+\|\hat{K}(s, \cdot)\|_{\theta}^{2}+\|V(s)\|_{\lambda}^{2}\right) \mathrm{e}^{\beta s} \mathrm{~d} s \\
& \quad \leq \frac{1}{2} \mathbb{E} \int_{0}^{T}\left(|\hat{y}(s)|^{2}+|\hat{z}(s)|^{2}+\|\hat{k}(s, \cdot)\|_{\theta}^{2}+\|v(s)\|_{\lambda}^{2}\right) \mathrm{e}^{\beta s} \mathrm{~d} s
\end{aligned}
$$

i.e.

$$
\|(\hat{Y}, \hat{Z}, \hat{K}, \hat{V})\|_{\beta, \theta, \lambda} \leq \frac{1}{\sqrt{2}}\|(\hat{y}, \hat{z}, \hat{k}, \hat{v})\|_{\beta, \theta, \lambda}
$$

Then $\Delta$ is a strict mapping on

$$
\begin{aligned}
& \mathcal{S}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \times \mathcal{L}^{2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{p}\right) \times \mathcal{L}_{\mathcal{F}, p}^{\theta, 2}\left([0, T] \times \mathbb{R}^{*} ;\left(\mathbb{R}^{n}\right)^{l}\right) \\
& \quad \times \mathcal{L}_{\mathcal{F}, p}^{\lambda, 2}\left(0, T ;\left(\mathbb{R}^{n}\right)^{d}\right)
\end{aligned}
$$

It follows from the fixed-point theorem that this mapping admits a fixed point which is the unique solution of (A.24). The proof is complete.
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